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Abstract. We use the invariance of the triangle $T^2 = \{(x, y) \in \mathbb{R}^2 : 0 \leq x, y, 1 - x - y\}$ under the permutations of $\{x, y, 1 - x - y\}$ to construct and study two-variable orthogonal polynomial systems with respect to several distinct Sobolev inner products defined on $T^2$. These orthogonal polynomials can be constructed from two sequences of univariate orthogonal polynomials. In particular, one of the two univariate sequences of polynomials is orthogonal with respect to a Sobolev inner product and the other is a sequence of classical Jacobi polynomials.

1. Introduction

The purpose of this paper is to study bivariate orthogonal polynomials associated with several Sobolev inner products, that is, inner products involving partial derivatives of polynomials, defined on the triangle $T^2 = \{(x, y) \in \mathbb{R}^2 : 0 \leq x, y, 1 - x - y\}$.

Sobolev orthogonal polynomials have been widely studied for the last few decades. We refer the reader to [13] for a detailed survey on the topic. However, the study of Sobolev orthogonal polynomials in several variables is most recent. Some references include studies on the unit ball and the unit sphere [3–5,11,12,15,16,18,19], the simplex [1,20], product domains [6,7,9] and other interesting domains [14]. We remark that some Sobolev orthogonal polynomials are eigenfunctions of second order linear ordinary differential equations (see, for instance, [10] and the references therein) and second order linear partial differential equations [2].

Sobolev orthogonal polynomials in one and several variables have been used in the implementation of spectral methods for boundary value problems for elliptic differential operators. For instance, in the univariate case, generalized Jacobi spectral schemes are proposed in [21] for second- and fourth-order elliptic boundary value problems with Dirichlet or Robin boundary conditions. These schemes consist in the construction of Jacobi–Sobolev orthogonal polynomials which allows the diagonalization of the involved discrete systems. The corresponding error estimates and numerical results illustrate the effectiveness and the spectral accuracy of the method. In several variables, Sobolev orthogonal polynomials on the unit ball have been considered in [18] in the numerical solution of boundary value problems for...
elliptic partial differential operators. For details, we refer again to the survey paper [13] and the references therein.

Orthogonal polynomials associated with the classical weight function $W(x,y)$ defined on the triangle have been studied extensively (see for instance, [8]). Contrary to the univariate case, there are several bivariate orthogonal polynomial bases associated with $W(x,y)$. Of special interest for us is the fact that there are orthogonal bases that can be obtained by using the invariance of $T^2$ under permutations of $\{x, y, 1-x-y\}$ (see Subsection 2.2). We aim to exploit this invariance to extend the study of orthogonal structures on the triangle to the Sobolev realm.

Our work is motivated by the results presented in [14], where the so-called Koornwinder method for generating bivariate orthogonal polynomials from univariate orthogonal polynomials was extended to the Sobolev case. In the particular case of the triangle, this extended Koornwinder method can be used to construct an orthogonal polynomial basis associated with a Sobolev inner product:

$$(P, Q) = \int \int_{T^2} \left[ PQ + \lambda (\nabla P)^\top M \nabla Q \right] W(x,y) \, dydx, \quad \lambda > 0,$$

defined for all polynomials $P$ and $Q$, where $M$ is a $2 \times 2$ positive semidefinite polynomial matrix of a special form. However, the invariance of the triangle under permutations of $\{x, y, 1-x-y\}$ allows for $(\cdot, \cdot)$ to admit more matrices $M$ than those presented in [14] that can be used to study orthogonal structures on the triangle. In the sequel, we explore several Sobolev inner products and the associated orthogonal polynomial bases obtained from such invariance. We must remark that in this paper, we restrict our study to $\lambda > 0$ to ensure that $(\cdot, \cdot)$ is an inner product. However, the study presented here is also valid for values $\lambda \in \mathbb{R}$ such that $(\cdot, \cdot)$ admits an associated orthogonal polynomial basis. Moreover, when $\lambda = 0$ we recover the results about the classical orthogonal polynomials on the triangle.

The paper is organized as follows. Section 2 contains the basic background on bivariate orthogonal polynomials needed throughout this work. Our main reference for the basic theory is [8].

2. BIVARIATE ORTHOGONAL POLYNOMIALS

In this section, we recall the basic tools and results about bivariate orthogonal polynomials needed throughout this work. Our main reference for the basic theory is [8].

2.1. Basic tools. We denote by $\Pi^2$ the linear space of real bivariate polynomials. For $n \geq 0$, let $\Pi^2_n$ denote the linear space of real bivariate polynomials of total degree at most $n$. Evidently,

$$\dim \Pi^2_n = \binom{n+2}{2} \quad \text{and} \quad \Pi^2 = \bigcup_{n \geq 0} \Pi^2_n.$$

We say that a sequence $\mathcal{P} = \{P_{n,m}(x,y) : n \geq 0, 0 \leq m \leq n\}$ of polynomials in $\Pi^2$ is a polynomial system (PS) if for all $n \geq 0$, the set $\mathcal{P}_n = \{P_{n,m}(x,y) : 0 \leq m \leq n\}$ consists of $n+1$ linearly independent polynomials of total degree $n$, that is, $\deg P_{n,m} = n$, $0 \leq m \leq n$. In this way, a PS $\mathcal{P}$ is a basis of $\Pi^2$. 
Let $\langle \cdot, \cdot \rangle : \Pi^2 \times \Pi^2 \to \mathbb{R}$ be a bilinear form defined on polynomials. A polynomial $P$ of degree $n$ is called an orthogonal polynomial with respect to the bilinear form if

$$\langle P, Q \rangle = 0, \quad \forall Q \in \Pi^2_{n-1}.$$ 

Given a bilinear form $\langle \cdot, \cdot \rangle$ and a PS $\mathcal{P} = \{P_{n,m}(x,y) : n \geq 0, 0 \leq m \leq n\}$, we will say that $\mathcal{P}$ is orthogonal with respect to the bilinear form if

$$\langle P_{n,m}, Q \rangle = 0, \quad \forall Q \in \Pi^2_{n-1},$$

for all $n \geq 0$ and $0 \leq m \leq n$. Moreover, if

$$\langle P_{n,m}, P_{i,j} \rangle = H_{n,m} \delta_{n,i} \delta_{m,j},$$

where $H_{n,m} \neq 0$ for $n \geq 0$, then we say that $\mathcal{P}$ is a mutually orthogonal polynomial system. Here, $\delta_{n,k}$ denotes the Kronecker delta.

Let $W(x,y)$ be a weight function defined on a domain $\Omega \subseteq \mathbb{R}^2$. That is, $W(x,y) > 0$ for all $(x,y) \in \Omega$, and $\Omega$ has a nonempty interior. If a bilinear form is given by

$$\langle P, Q \rangle = \int \int_{\Omega} P(x,y)Q(x,y)W(x,y) \, dx \, dy, \quad \forall P, Q \in \Pi^2,$$

we say that the orthogonal polynomials, whenever they exist, are orthogonal with respect to the weight function $W$.

2.2. Orthogonal polynomials on a triangle. Let

$$T^2 = \{(x,y) \in \mathbb{R}^2 : 0 \leq x, y, 1 - x - y\}$$

denote a triangle in $\mathbb{R}^2$. For $\alpha, \beta, \gamma > -1$, define the weight function

$$W_{\alpha,\beta,\gamma}(x,y) = x^\alpha y^\beta (1 - x - y)^\gamma, \quad (x,y) \in T^2,$$

and the bilinear form

$$\langle P, Q \rangle_{\alpha,\beta,\gamma} = b_{\alpha,\beta,\gamma} \int \int_{T^2} P(x,y)Q(x,y)W_{\alpha,\beta,\gamma}(x,y) \, dx \, dy,$$

where

$$b_{\alpha,\beta,\gamma} = \left( \int \int_{T^2} W_{\alpha,\beta,\gamma}(x,y) \, dx \, dy \right)^{-1} = \frac{\Gamma(\alpha + \beta + \gamma + 3)}{\Gamma(\alpha + 1) \Gamma(\beta + 1) \Gamma(\gamma + 1)}.$$ 

A mutually orthogonal polynomial system on the triangle can be given in terms of the Jacobi polynomials. Hence, let $P_n^{(\alpha,\beta)}(t)$ denote the Jacobi polynomial of degree $n$, which is orthogonal with respect to the univariate weight function

$$w_{\alpha,\beta}(t) = (1-t)^\alpha (1+t)^\beta, \quad \alpha, \beta > -1, \quad t \in [-1, 1].$$

Proposition 2.1 (§). For $n \geq 0$, define the polynomials

$$P_n^{(\alpha,\beta,\gamma)}(x,y) = P_{n-m}^{(\beta_m,\alpha)}(2x-1)(1-x)^m \frac{2y}{1-x} - 1), \quad 0 \leq m \leq n,$$

where $\beta_m = \beta + \gamma + 2m + 1$. Then $\{P_n^{(\alpha,\beta,\gamma)}(x,y) : n \geq 0, 0 \leq m \leq n\}$ constitutes a mutually orthogonal polynomial system with respect to $\langle \cdot, \cdot \rangle_{\alpha,\beta,\gamma}$. Moreover,

$$\langle P_{n,m}^{(\alpha,\beta,\gamma)}, P_{k,j}^{(\alpha,\beta,\gamma)} \rangle_{\alpha,\beta,\gamma} = H_{n,m}^{(\alpha,\beta,\gamma)} \delta_{n,k} \delta_{m,j},$$
Here, as usual, 

\[ (\nu)_0 = 1, \quad (\nu)_k = \nu (\nu + 1) \cdots (\nu + k - 1), \quad k = 1, 2, \ldots, \]

denotes the Pochhammer symbol.

The bilinear form \( \langle \cdot, \cdot \rangle_{\alpha,\beta,\gamma} \) can be expressed in different ways as two iterated integrals. In particular, the invariance of the triangle \( T^2 \) with respect to permutations of \( \{x, y, 1-x-y\} \) leads to two other mutually orthogonal polynomial systems.

**Proposition 2.2** (S). Define the polynomials

\[
Q_{n,m}^{(\alpha,\beta,\gamma)}(x,y) = P_{n,m}^{(\beta,\alpha,\gamma)}(y,x) \quad \text{and} \quad R_{n,m}^{(\alpha,\beta,\gamma)}(x,y) = P_{n,m}^{(\gamma,\beta,\alpha)}(1-x-y,y).
\]

Then, \( \{Q_{n,m}^{(\alpha,\beta,\gamma)}(x,y) : n \geq 0, 0 \leq m \leq n\} \) and \( \{R_{n,m}^{(\alpha,\beta,\gamma)}(x,y) : n \geq 0, 0 \leq m \leq n\} \) are also mutually orthogonal systems with respect to \( \langle \cdot, \cdot \rangle_{\alpha,\beta,\gamma} \). Furthermore,

\[
\langle Q_{n,m}^{(\alpha,\beta,\gamma)}, Q_{n,m}^{(\alpha,\beta,\gamma)} \rangle_{\alpha,\beta,\gamma} = H_{n,m}^{(\beta,\alpha,\gamma)} \quad \text{and} \quad \langle R_{n,m}^{(\alpha,\beta,\gamma)}, R_{n,m}^{(\alpha,\beta,\gamma)} \rangle_{\alpha,\beta,\gamma} = H_{n,m}^{(\gamma,\beta,\alpha)}.
\]

We note that in Proposition 2.2 each permutation of \( \{x, y, 1-x-y\} \) induces a corresponding permutation of the parameters \( \{\alpha, \beta, \gamma\} \).

3. **Sobolev inner products on the triangle**

The triangle polynomials \( Q_{n,m}^{(\alpha,\beta,\gamma)}(x,y) \) and \( P_{n,m}^{(\alpha,\beta,\gamma)}(x,y) \) in Proposition 2.2 are obtained from \( P_{n,m}^{(\alpha,\beta,\gamma)}(x,y) \) by taking advantage of the invariance of \( T^2 \) with respect to the permutations of \( \{x, y, 1-x-y\} \). In this section, we use this invariance of \( T^2 \) to extend the study of orthogonal polynomial bases to the Sobolev realm.

Here, we introduce the Sobolev inner products that we explore throughout this paper. First, we need some notation. Let \( x_1 = x, x_2 = y, \) and \( x_3 = 1-x-y \). We denote by \( S_3 \) the permutation group on the set \( \{1, 2, 3\} \) (i.e., the set of bijections defined on \( \{1, 2, 3\} \)).

For each \( \sigma \in S_3 \), we define the variables \( (s,t) \) as follows:

\[
(1) \quad (s,t (1-s), (1-t) (1-s)) = (x_{\sigma(1)}, x_{\sigma(2)}, x_{\sigma(3)}).
\]

Explicitly, using the cyclic notation, we have:

\[
\sigma_0 := (1) : \quad s = x, \quad t (1-s) = y, \quad (1-t) (1-s) = 1-x-y,
\]

\[
\sigma_1 := (23) : \quad s = x, \quad t (1-s) = 1-x-y, \quad (1-t) (1-s) = y,
\]

\[
\sigma_2 := (12) : \quad s = y, \quad t (1-s) = x, \quad (1-t) (1-s) = 1-x-y,
\]

\[
\sigma_3 := (123) : \quad s = y, \quad t (1-s) = 1-x-y, \quad (1-t) (1-s) = x,
\]

\[
\sigma_4 := (132) : \quad s = 1-x-y, \quad t (1-s) = x, \quad (1-t) (1-s) = y,
\]

\[
\sigma_5 := (13) : \quad s = 1-x-y, \quad t (1-s) = y, \quad (1-t) (1-s) = x.
\]

Moreover, denote by \( \partial_t \partial_x \) and \( \partial_2 \gamma \) the partial derivatives with respect to \( x \) and \( y \), respectively, and define

\[
\partial_t = \partial_y - \partial_x.
\]

We organize the expression of partial derivatives \( \partial_s \) and \( \partial_t \) corresponding to each \( \sigma \in S_3 \) in Lemma 3.1.
Lemma 3.1. We have:
\[ \begin{align*}
\sigma_0 : \quad \partial_s &= \partial_x - t \partial_y = \partial_1 - t \partial_2, \\
\sigma_1 : \quad \partial_s &= \partial_x - (1 - t) \partial_y = -\partial_3 + t \partial_2, \\
\sigma_2 : \quad \partial_s &= -t \partial_x + \partial_y = \partial_2 - t \partial_1, \\
\sigma_3 : \quad \partial_s &= - (1 - t) \partial_x + \partial_y = \partial_3 + t \partial_1, \\
\sigma_4 : \quad \partial_s &= - t \partial_x - (1 - t) \partial_y = - \partial_2 + t \partial_3, \\
\sigma_5 : \quad \partial_s &= -(1 - t) \partial_x - t \partial_y = - \partial_1 + t \partial_3.
\end{align*} \]

Motivated by Lemma 3.1, we define the following differential operators.

Definition 3.2. We define the gradient-type differential operators
\[ \begin{align*}
\nabla_{\sigma_0} &= (\partial_1 \quad \partial_2)^\top, \\
\nabla_{\sigma_1} &= (-\partial_3 \quad -\partial_2)^\top, \\
\nabla_{\sigma_2} &= (\partial_2 \quad \partial_1)^\top, \\
\nabla_{\sigma_3} &= (\partial_3 \quad -\partial_1)^\top, \\
\nabla_{\sigma_4} &= (-\partial_2 \quad -\partial_3)^\top, \\
\nabla_{\sigma_5} &= (-\partial_1 \quad -\partial_3)^\top,
\end{align*} \]
where \( \top \) denotes matrix transpose.

We are ready to introduce the Sobolev inner products that we will study in this paper.

Definition 3.3. For \( \alpha, \beta, \gamma > -1 \), let \( W_{\alpha, \beta, \gamma}(x, y) \) be the weight function on \( T^2 \) and \( b_{\alpha, \beta, \gamma} \) be the corresponding normalization constant as defined in Subsection 2.2. Let \( \lambda > 0 \) be a real number. For each \( \sigma \in S_3 \) and all \( P, Q \in \Pi^2 \), we define two types of Sobolev inner products on the triangle:

Type I:
\[ \langle P, Q \rangle^I_\sigma = b_{\alpha, \beta, \gamma} \int_{T^2} \left[ PQ + \lambda (\nabla_\sigma P)^\top M_\sigma \nabla_\sigma Q \right] W_{\alpha, \beta, \gamma}(x, y) \, dy \, dx, \]
where
\[ M_\sigma = \begin{pmatrix}
(1 - x_{\sigma(1)})^2 & -x_{\sigma(2)}(1 - x_{\sigma(1)}) \\
-x_{\sigma(2)}(1 - x_{\sigma(1)}) & x_{\sigma(2)}^2
\end{pmatrix}. \]

Type II:
\[ \langle P, Q \rangle^{II}_\sigma = b_{\alpha, \beta, \gamma} \int_{T^2} \left[ PQ + \lambda (\nabla_\sigma P)^\top N_\sigma \nabla_\sigma Q \right] W_{\alpha, \beta, \gamma}(x, y) \, dy \, dx, \]
where
\[ N_\sigma = \begin{pmatrix}
0 & 0 \\
0 & (1 - x_{\sigma(1)})^2
\end{pmatrix}. \]

4. Sobolev Orthogonal Polynomials on the Triangle

Now we focus on studying orthogonal polynomial bases associated with (2) and (3). The strategy that we will use for constructing these orthogonal bases is motivated by the construction in Proposition 2.2. More concretely, for each \( \sigma \in S_3 \), we will consider two sequences of univariate orthogonal polynomials associated with some bilinear forms, and use them to construct mutually orthogonal polynomial systems, analogous to the polynomials in Proposition 2.2 associated with (2) and (3). Here, we will determine the involved univariate orthogonal polynomials.

To this end, we will consider the Type I and Type II Sobolev inner products separately.
4.1. Type I Sobolev orthogonal polynomials. Let \( \alpha, \beta, \gamma > -1 \), and let \( \alpha_1 = \alpha, \alpha_2 = \beta, \alpha_3 = \gamma \). For \( \sigma \in S_3 \) and \( m \geq 0 \), let us define the univariate Sobolev inner product
\[
(f, g)_m^\sigma = \int_0^1 \left[ f g + \lambda (f f') \left( \frac{m^2}{m(1-s)} - \frac{m(1-s)}{(1-s)^2} \right) \right] w_m^\sigma(s) \, ds, \quad \lambda > 0,
\]
where
\[
w_m^\sigma(s) = (1-s)^{\alpha_2(2)+\alpha_3(3)+2m+1} s^{\alpha_1(1)},
\]
or, equivalently,
\[
(f, g)_m^\sigma = \int_0^1 f(s) g(s) w_m^\sigma(s) \, ds
\]
\[
+ \lambda \int_0^1 ((1-s)^m f') ((1-s)^m g') (1-s)^{\alpha_2(2)+\alpha_3(3)+3} s^{\alpha_1(1)} \, ds.
\]

For \( m \geq 0 \), let \( \{p_n^{(m)}(s)\}_{n \geq 0} \) be a univariate Sobolev orthogonal polynomial sequence associated with the inner product \( \langle \cdot, \cdot \rangle_m^\sigma \). In addition, we define
\[
p_n^{(m)} = \langle p_n^{(m)}(s), p_n^{(m)}(s) \rangle_m^\sigma = h_n^{(m)},
\]
with \( h_n^{(m)} = h_n^{(m)}(\lambda) > 0, n, m \geq 0 \).

Since \( \{p_n^{(m)}(s)\}_{n \geq 0} \) is unique up to a constant factor, we choose it such that, for \( n \geq 0 \), \( p_n^{(m)}(s) \) has the same leading coefficient as the Jacobi polynomial \( P_n^{(\beta_m, \alpha_1(1))}(2s-1) \) with \( \beta_m = \alpha_2(2) + \alpha_3(3) + 2m + 1 \), and therefore, \( p_0^{(m)}(s) = P_0^{(\beta_m, \alpha_1(1))}(2s-1) \).

Now, we present the first type of Sobolev orthogonal polynomials.

**Theorem 4.1.** For \( \sigma \in S_3 \), the two-variable polynomials defined as
\[
S_{n,m}(x,y) = p_{n-m,\sigma}^{(m)}(x_{\sigma(1)})(1-x_{\sigma(1)})^m P_m^{(\alpha_3(3), \alpha_2(2))} \left( \frac{2x_{\sigma(2)}}{1-x_{\sigma(1)}} - 1 \right), \quad 0 \leq m \leq n,
\]
constitute a mutually orthogonal polynomial system associated with the Sobolev inner product \( \langle \cdot, \cdot \rangle_{\sigma}^I \) defined in (2).

Moreover,\[
H_{n,m} = \langle S_{n,m}^\sigma, S_{n,m}^\sigma \rangle_{\sigma}^I = b_{\alpha,\beta,\gamma} h_{n-m,\sigma}^{(m)} h_m,
\]
where \( h_{n-m,\sigma}^{(m)} \) is defined in (5) and
\[
h_m = \int_0^1 \left( P_m^{(\alpha_3(3), \alpha_2(2))}(2t-1) \right)^2 (1-t)^{\alpha_3(3)} t^{\alpha_2(2)} \, dt.
\]

**Proof.** By (11), we have
\[
W_{\alpha,\beta,\gamma}(x,y) \, dydx = (1-s)^{\alpha_2(2)+\alpha_3(3)+1} s^{\alpha_1(1)} (1-t)^{\alpha_3(3)} t^{\alpha_2(2)} \, dsdt.
\]
Using Lemma 3.1 and Definition 3.2, we get
\[ \langle S_{n,m}^\sigma, S_{i,j}^\sigma \rangle = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ S_{n,m}^\sigma M_\sigma \nabla S_{i,j}^\sigma \right] W_{\alpha,\beta,\gamma}(x,y) \, dydx \]
\[ = b_{\alpha,\beta,\gamma} \int_0^1 p_{n-m,\sigma}^{(m)}(s) p_{i-j,\sigma}^{(j)}(1-s)^{\alpha+\alpha_m+\alpha_j+m+1} \, ds \]
\[ + \lambda \int_0^1 (1-s)^m p_{n-m,\sigma}^{(m)}(s) \left( (1-s)^{\alpha+\alpha_m+\alpha_j+3} \right) \, ds \]
\[ \times \int_0^1 P_m(\alpha_{\sigma(2)},\alpha_{\sigma(1)}) (2t-1) P_j(\alpha_{\sigma(3)},\alpha_{\sigma(2)}) (2t-1) (1-t)^{\alpha_{\sigma(3)}} \, dt \]
\[ = b_{\alpha,\beta,\gamma} (p_{n-m,\sigma}, p_{i-m,\sigma})_m h_m \delta_{m,j}. \]
Since \( \{P_n^{(m)}\}_{n\geq0} \) is orthogonal with respect to \( (\cdot, \cdot)^\sigma \), the theorem is proved. \( \square \)

The univariate Sobolev inner product (4) is a particular case of a univariate bilinear form studied in [14], where relations between the univariate Sobolev and classical orthogonal polynomials involving up to three consecutive terms of each family were obtained. In our case, from [14] Corollary 4.3, we get the following result.

**Proposition 4.2.** For \( \sigma \in S_3 \) and \( n \geq 1 \), there are constants \( a_{n,1}^{(m)} = \alpha_{n,1}(\sigma), a_{n,2}^{(m)} = \alpha_{n,2}(\sigma) \), depending on \( \sigma \), such that the following relation holds:
\[
P_n^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(2s-1) + a_{n,1}^{(m)} P_{n-1}^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(2s-1) + a_{n,2}^{(m)} P_{n-2}^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(2s-1) = p_{n,\sigma}^{(m)}(s) + b_{n,1}^{(m)} P_{n-1,\sigma}^{(m)}(s) + b_{n,2}^{(m)} P_{n-2,\sigma}^{(m)}(s),
\]
where \( P_0^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(2s-1) = p_{0,\sigma}^{(m)}(s) = 0 \) and \( p_{0,\sigma}^{(m)}(s) = P_0^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(2s-1). \)

Observe that although \( P_0^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(s) \) is a nonzero constant, the value of this constant depends on the standardization of the Jacobi polynomials \( P_n^{(\beta_{\sigma(1)}^{\sigma(1)},\alpha_{\sigma(1)})}(s) \).

Using the expression for \( S_{n,m}^\sigma(x,y) \), relation (6) can be extended to the bivariate case by multiplying both sides by \( (1-x_{\sigma(1)})^m P_m^{(\alpha_{\sigma(3)},\alpha_{\sigma(2)})}(\frac{2x_{\sigma(2)}}{1-x_{\sigma(1)}} - 1) \).

**Proposition 4.3.** For \( n \geq 0 \) and \( 0 \leq m \leq n \), define the bivariate Jacobi polynomials
\[
P_{n,m}^\sigma(x,y) = P_n^{(\alpha_{\sigma(1)},\alpha_{\sigma(1)})}(2x_{\sigma(1)} - 1) (1-x_{\sigma(1)})^m P_m^{(\alpha_{\sigma(3)},\alpha_{\sigma(2)})}(\frac{2x_{\sigma(2)}}{1-x_{\sigma(1)}} - 1).
\]
The following relation holds:
\[
P_{n,m}^\sigma(x,y) + a_{n-m-1,1}^{(m)} P_{n-1,m}^\sigma(x,y) + a_{n-m-1,2}^{(m)} P_{n-2,m}^\sigma(x,y) = S_{n,m}^\sigma(x,y) + b_{n-m-1,1}^{(m)} S_{n-1,m}^\sigma(x,y) + b_{n-m-1,2}^{(m)} S_{n-2,m}^\sigma(x,y),
\]
and \( S_{0,0}^\sigma(x,y) = P_{0,0}^\sigma(x,y) \).

We note that the case when \( \sigma = \sigma_0 \) was studied in [14] Section 6.4.]
4.2. Type II Sobolev orthogonal polynomials. For $\sigma \in S_3$, let us define the univariate Sobolev inner product

$$\langle f, g \rangle_{\sigma}^{\text{II}} = \int_0^1 \left[ f(t) g(t) + \lambda f'(t) g'(t) \right] (1 - t)^{\alpha_s(3)} t^{\alpha_s(2)} \, dt, \quad \lambda > 0.$$  

(7)

Let $\{q_{n,\sigma}(t)\}_{n \geq 0}$ be the corresponding sequence of univariate orthogonal polynomials, standardized in such a way that the leading coefficient of $q_{n,\sigma}(t)$ is the same as the leading coefficient of the Jacobi polynomial $P_n^{(\alpha_s(3), \alpha_s(2))}(2t - 1)$. Therefore, $q_{0,\sigma}(t) = P_0^{(\alpha_s(3), \alpha_s(2))}(2t - 1)$. In addition, let

$$h_{n,\sigma}^{(q)}(\lambda) = (q_{n,\sigma}, q_{n,\sigma})_{\sigma} > 0, \quad n \geq 0.$$  

(8)

We can construct Sobolev orthogonal polynomials as follows:

**Theorem 4.4.** For $\sigma \in S_3$, the two-variable polynomials

$$\tilde{S}_{n,m}^\sigma(x, y) = P_n^{(m, \alpha_s(1))} \left(2 x_{\sigma(1)} - 1\right) \left(1 - x_{\sigma(1)}\right) q_{m,\sigma} \left(\frac{x_{\sigma(2)}}{1 - x_{\sigma(1)}}\right), \quad 0 \leq m \leq n,$$

with $\beta_m^\sigma = \alpha_s(2) + \alpha_s(3) + 2m + 1$, constitute a mutually orthogonal polynomial system with respect to the Sobolev inner product $\langle \cdot, \cdot \rangle_{\sigma}^{\text{II}}$ defined in (3).

Moreover,

$$\tilde{H}_{n,m}^\sigma = \langle \tilde{S}_{n,m}^\sigma, \tilde{S}_{n,m}^\sigma \rangle_{\sigma}^{\text{II}} = h_{n-m,\sigma} \cdot h_{m,\sigma}^{(q)},$$

where $h_{m,\sigma}^{(q)}$ is defined in (8), and

$$h_{n-m,\sigma}^{(m)} = \int_0^1 \left(P_n^{(\beta_m^\sigma, \alpha_s(1))}(2s - 1) \right)^2 \left(1 - s\right)^{\beta_m^\sigma} s^{\alpha_s(1)} ds.$$

**Proof.** We compute

$$\langle \tilde{S}_{n,m}^\sigma, \tilde{S}_{i,j}^\sigma \rangle_{\sigma}^{\text{II}} = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ \tilde{S}_{n,m}^\sigma \tilde{S}_{i,j}^\sigma + \lambda (\nabla_{\sigma} \tilde{S}_{n,m}^\sigma)^\top N_{\sigma} \nabla_{\sigma} \tilde{S}_{i,j}^\sigma \right] W_{\alpha,\beta,\gamma}(x, y) \, dydx.$$

Using (1), Lemma 3.1 and Definition 3.2 we get

$$\int_T \tilde{S}_{n,m}^\sigma \tilde{S}_{i,j}^\sigma W_{\alpha,\beta,\gamma}(x, y) \, dydx$$

$$= \int_0^1 P_n^{(\beta_m^\sigma, \alpha_s(1))}(2s - 1) P_i^{(\beta_j^\sigma, \alpha_s(1))}(2s - 1) (1 - s)^{\alpha_s(2) + \alpha_s(3) + m + j + 1} s^{\alpha_s(1)} ds$$

$$\times \int_0^1 q_{m,\sigma}(t) q_{j,\sigma}(t) (1 - t)^{\alpha_s(3)} t^{\alpha_s(2)} dt,$$

and

$$\int_T (\nabla_{\sigma} \tilde{S}_{n,m}^\sigma)^\top N_{\sigma} \nabla_{\sigma} \tilde{S}_{i,j}^\sigma W_{\alpha,\beta,\gamma}(x, y) \, dydx$$

$$= \int_0^1 P_n^{(\beta_m^\sigma, \alpha_s(1))}(2s - 1) P_i^{(\beta_j^\sigma, \alpha_s(1))}(2s - 1) (1 - s)^{\alpha_s(2) + \alpha_s(3) + m + j + 1} s^{\alpha_s(1)} ds$$

$$\times \int_0^1 q_{m,\sigma}'(t) q_{j,\sigma}'(t) (1 - t)^{\alpha_s(3)} t^{\alpha_s(2)} dt.$$
Putting both terms together, we get
\[
\int \int_{T^2} \left[ \tilde{S}_{n,m} \sigma_{i,j} + \lambda(\nabla_{\sigma} \tilde{S}_{n,m})^\top N_{\sigma} \nabla_{\sigma} \tilde{S}_{i,j} \right] W_{\alpha,\beta,\gamma}(x,y) \, dydx
\]
\[
= \int_0^1 P_{n-m}^{(\beta_m,\sigma(1))} (2s-1) P_{i-j}^{(\beta_j,\sigma(1))} (2s-1) (1-s)^{\alpha(2)+\sigma(3)+m+j+1} s^{\sigma(1)} \, ds
\]
\[
\times \int_0^1 [q_{m,\sigma}(t) q_{j,\sigma}(t) + \lambda q'_{m,\sigma}(t) q'_{j,\sigma}(t)] (1-t)^{\alpha(3)} t^{\sigma(2)} \, dt.
\]
Therefore, \( \langle \tilde{S}_{n,m}, \tilde{S}_{i,j} \rangle_{\sigma}^{II} = b_{\alpha,\beta,\gamma} \tilde{h}_{n-m}^{(m)} \tilde{h}_{m,\sigma}^{(q)} \delta_{n,i} \delta_{m,j} \).
\[ \square \]

The Sobolev inner product \( (\tilde{S}_{n,m}, \tilde{S}_{i,j})_{\sigma}^{II} \) is also a particular case of a univariate bilinear form studied in [14]. From [14 Corollary 5.3], we deduce the following result.

**Proposition 4.5.** For \( \sigma \in S_3 \) and \( n \geq 1 \), there are constants \( c_{n,1}^\sigma, c_{n,2}^\sigma, d_{n,1}^\sigma, d_{n,2}^\sigma \), such that the following relation holds:
\[
P_n^{(\alpha(3),\alpha(2))} (2t-1) + c_{n,1}^\sigma P_{n-1}^{(\alpha(3),\alpha(2))} (2t-1) + c_{n,2}^\sigma P_{n-2}^{(\alpha(3),\alpha(2))} (2t-1)
= q_{n,\sigma}(t) + d_{n,1}^\sigma q_{n-1,\sigma}(t) + d_{n,2}^\sigma q_{n-2,\sigma}(t),
\]
with \( P_{n-1}^{(\alpha(3),\alpha(2))} (2t-1) = q_{n-1,\sigma}(t) = 0 \) and \( q_{0,\sigma}(t) = P_0^{(\alpha(3),\alpha(2))} (2t-1) \).

We can extend relation (9) to the bivariate case by following the proof of [14 Theorem 5.5].

**Proposition 4.6.** For \( n \geq 1 \) and \( 0 \leq m \leq n \), there are real numbers depending on \( \sigma \), such that the following relation holds:
\[
\sum_{i=0}^4 \left[ \eta_{n-i}^{(m)} P_{n+2-i,m}^\sigma + c_{m,1}^\sigma q_{n-i}^{(m)} P_{n+2-i,m-1}^\sigma + c_{m,2}^\sigma q_{n-i}^{(m)} P_{n+2-i,m-2}^\sigma \right]
\]
\[
= \sum_{i=0}^4 \left[ \eta_{n-i}^{(m)} \tilde{S}_{n+2-i,m}^\sigma + d_{m,1}^{(m)} q_{n-i}^{(m)} \tilde{S}_{n+2-i,m-1}^\sigma + d_{m,2}^{(m)} q_{n-i}^{(m)} \tilde{S}_{n+2-i,m-2}^\sigma \right],
\]
with \( \tilde{S}_{0,0}^\sigma(x,y) = P_{0,0}^\sigma(x,y) \) and \( \tilde{S}_{i,j}^\sigma(x,y) = 0 \) for \( i < j \).

**Proof.** The result follows from the proof of [14 Theorem 5.5] by taking \( u_n \) and \( v \) as the moment functionals associated with the Jacobi weight functions \( w_1(s) = (1-s)^{\beta_m} s^{\alpha(1)} \) and \( w_2(t) = (1-t)^{\alpha(2)} t^{\alpha(3)} \), respectively, and \( \rho(s) = (1-s) = (1-x_{\sigma(1)}) \).
\[ \square \]

5. **Comparison of Sobolev inner products**

In Definition 3.3 we have introduced a type I and a type II Sobolev inner product for each \( \sigma \in S_3 \). Hence, there are six inner products of each type. Moreover, in Theorem 4.1 (respectively, Theorem 4.4), we constructed a polynomial system orthogonal with respect to each type I (resp., type II) Sobolev inner product corresponding to \( \sigma \).

In this section, we compare the Sobolev inner products of type I (resp., type II). We do this by writing all the inner products in terms of the usual gradient operator \( \nabla = (\partial_x, \partial_y)^\top \). Recasting the inner products in this way shows that there are only three distinct Sobolev inner products of type I (resp., type II).

We organize these results in the following propositions.
Proposition 5.1. For all $P, Q \in \Pi^2$, 
\[
\langle P, Q \rangle_{\sigma_0}^I = \langle P, Q \rangle_{\sigma_1}^I 
\]
\[
= b_{\alpha, \beta, \gamma} \int \int_{T^2} \left[ PQ + \lambda (\nabla P)^\top \left( \frac{(1-x)^2}{y} \right) \nabla Q \right] W_{\alpha, \beta, \gamma}(x, y) \, dydx.
\]
Moreover, let $S_{n,m}^{\sigma_0}(x, y)$ and $S_{n,m}^{\sigma_1}(x, y)$ be the polynomials defined in Theorem 4.1. Then
\[
S_{n,m}^{\sigma_1}(x, y) = (-1)^m S_{n,m}^{\sigma_0}(x, y), \quad n \geq 0, \quad 0 \leq m \leq n.
\]
Proof. Using Lemma 3.1 and Definition 3.2 it is easy to check that $\langle P, Q \rangle_{\sigma_0}^I = \langle P, Q \rangle_{\sigma_1}^I$ for all $P, Q \in \Pi^2$.

Now, recall that
\[
S_{n,m}^{\sigma_0}(x, y) = p_{n-m,\sigma_0}(x) (1-x)^m P_{m}^{(\gamma,\beta)} \left( \frac{2y}{1-x} - 1 \right), \quad 0 \leq m \leq n,
\]
and
\[
S_{n,m}^{\sigma_1}(x, y) = p_{n-m,\sigma_1}(x) (1-x)^m P_{m}^{(\beta,\gamma)} \left( \frac{2(1-x-y)}{1-x} - 1 \right), \quad 0 \leq m \leq n.
\]
On one hand, for $w_m^{\alpha}(s)$ defined in [7], we have $w_m^{\sigma_0}(s) = w_m^{\sigma_1}(s)$ for $m \geq 0$. Since we have standardized $p_{n,m}^{(m)}(s)$ as having the same leading coefficient as the Jacobi polynomial $P_n^{(\beta_m,\alpha_m(1))}(2s-1)$ with $\beta_m = \alpha_2(2) + \alpha_3(3) + 2m + 1$, we have that for $n, m \geq 0$, $p_{n,m}^{(m)}(s) = p_{n,m}^{(m)}(s)$.

On the other hand, the Jacobi polynomials satisfy ([17, p. 59])
\[
P_n^{(a,b)}(x) = (-1)^n P_n^{(b,a)}(-x).
\]
Therefore,
\[
P_m^{(\beta,\gamma)} \left( \frac{2(1-x-y)}{1-x} - 1 \right) = P_m^{(\beta,\gamma)} \left( 1 - \frac{2y}{1-x} \right) = (-1)^m P_m^{(\gamma,\beta)} \left( \frac{2y}{1-x} - 1 \right).
\]
It follows that $S_{n,m}^{\sigma_1}(x, y) = (-1)^m S_{n,m}^{\sigma_0}(x, y)$. 

The following auxiliary lemma is used to prove the analogous result for type II Sobolev inner product with $\sigma_0$ and $\sigma_1$.

Lemma 5.2. Let $\{q_{n,\sigma_0}(t)\}_{n \geq 0}$ and $\{q_{n,\sigma_1}(t)\}_{n \geq 0}$ be the sequences of orthogonal polynomials associated with the bilinear form defined in [7] with $\sigma_0$ and $\sigma_1$. Then,
\[
q_{n,\sigma_1}(t) = (-1)^n q_{n,\sigma_0}(1-t), \quad n \geq 0.
\]
Proof. Recall that [7] with $\sigma_0$ and $\sigma_1$ reads
\[
(f, g)^{\sigma_0} = \int_0^1 \left[ f(t) g(t) + \lambda f'(t) g'(t) \right] (1-t)^{\gamma} t^\beta dt,
\]
and
\[
(f, g)^{\sigma_1} = \int_0^1 \left[ f(t) g(t) + \lambda f'(t) g'(t) \right] (1-t)^{\beta} t^\gamma dt.
\]
We can write
\[
q_{n,\sigma_0}(1-t) = \sum_{k=0}^n c_{n,k} q_{k,\sigma_1}(t), \quad n \geq 0,
\]
Since the leading coefficients of $q_n,\sigma_0(1-t)$ and $q_k,\sigma_1(t)$ where

$$c_{n,k} = \frac{(q_n,\sigma_0(1-t), q_k,\sigma_1(t))^{\sigma_1}}{(q_k,\sigma_1(t), q_k,\sigma_1(t))^{\sigma_1}}, \quad 0 \leq k \leq n.$$  

We compute

$$(q_n,\sigma_0(1-t), q_k,\sigma_1(t))^{\sigma_1}$$

$$= \int_0^1 \left[ q_{n,\sigma_0}(1-t) q_{k,\sigma_1}(t) + \lambda q'_{n,\sigma_0}(1-t) q'_{k,\sigma_1}(t) \right] (1-t)^{\beta} t^{\gamma} dt.$$  

Setting $y = 1-t$, we obtain

$$(q_n,\sigma_0(1-t), q_k,\sigma_1(t))^{\sigma_1}$$

$$= \int_0^1 \left[ q_{n,\sigma_0}(y) q_{k,\sigma_1}(1-y) + \lambda q'_{n,\sigma_0}(y) q'_{k,\sigma_1}(1-y) \right] y^{\beta}(1-y)^{\gamma} dy$$

$$= (q_{n,\sigma_0}(y), q_{k,\sigma_1}(1-y))^{\sigma_0}.$$  

Since $q_{n,\sigma_0}(y)$ is orthogonal with respect to $(\cdot, \cdot)^{\sigma_0}$, we get

$$c_{n,k} = 0, \quad 0 \leq k \leq n-1.$$  

Since the leading coefficients of $q_n,\sigma_0(1-t)$ and $q_n,\sigma_1(t)$ are the same as the leading coefficients of $P_n^{(\gamma,\beta)}(1-2t)$ and $P_n^{(\beta,\gamma)}(2t-1)$, respectively, we have $c_{n,n} = (-1)^n$, and the result follows. \hfill \Box

We are ready to state the analogous result of Proposition 5.1 for the type II Sobolev inner product with $\sigma_0$ and $\sigma_1$.

**Proposition 5.3.** For all $P, Q \in \Pi^2$,

$$\langle P, Q \rangle_{\sigma_0}^{\text{II}} = \langle P, Q \rangle_{\sigma_1}^{\text{II}} = b_{\alpha, \beta, \gamma} \int_{T^2} [P Q + \lambda (1-x)^2 \partial_y P \partial_y Q] W_{\alpha, \beta, \gamma}(x,y) dy dx.$$  

Moreover, let $\tilde{S}_{n,m}^{\sigma_0}(x,y)$ and $\tilde{S}_{n,m}^{\sigma_1}(x,y)$ be the polynomials defined in Theorem 4.4. Then

$$\tilde{S}_{n,m}^{\sigma_0}(x,y) = (-1)^m \tilde{S}_{n,m}^{\sigma_0}(x,y), \quad n \geq 0, \quad 0 \leq m \leq n.$$  

**Proof.** As in Proposition 5.1 it is easy to check that $\langle P, Q \rangle_{\sigma_0}^{\text{II}} = \langle P, Q \rangle_{\sigma_1}^{\text{II}}$ for all $P, Q \in \Pi^2$.

Recall that

$$\tilde{S}_{n,m}^{\sigma_0}(x,y) = P_{n-m}^{(\beta+\gamma+2m+1,\alpha)}(2x-1) (1-x)^m q_m,\sigma_0 \left( \frac{y}{1-x} \right), \quad 0 \leq m \leq n,$$

and

$$\tilde{S}_{n,m}^{\sigma_1}(x,y) = P_{n-m}^{(\beta+\gamma+2m+1,\alpha)}(2x-1) (1-x)^m q_m,\sigma_1 \left( \frac{1-x-y}{1-x} \right), \quad 0 \leq m \leq n.$$  

By Lemma 5.2 we have that

$$q_m,\sigma_1 \left( \frac{1-x-y}{1-x} \right) = (-1)^m q_m,\sigma_0 \left( \frac{y}{1-x} \right).$$  

Hence, $\tilde{S}_{n,m}^{\sigma_1}(x,y) = (-1)^m \tilde{S}_{n,m}^{\sigma_0}(x,y)$. \hfill \Box

Propositions 5.4 and 5.5 state the analogous results for the remaining cases, and they can be proved similarly to Proposition 5.1 and Proposition 5.3.
Proposition 5.4. For all $P, Q \in \Pi^2$,
\[
\langle P, Q \rangle_{\sigma_2}^I = \langle P, Q \rangle_{\sigma_3}^I = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ PQ + \lambda (\nabla P)^\top \begin{pmatrix} (1-y)^2 & -x(1-y) \\ -x(1-y) & x^2 \end{pmatrix} \nabla Q \right] W_{\alpha,\beta,\gamma}(x,y) \ dy \ dx.
\]
Moreover, let $S_{n,m}^\sigma_2(x,y)$ and $S_{n,m}^\sigma_3(x,y)$ be the polynomials defined in Theorem 4.1. Then
\[
S_{n,m}^\sigma_2(x,y) = (-1)^m S_{n,m}^\sigma_3(x,y), \quad n \geq 0, \quad 0 \leq m \leq n.
\]
Similarly,
\[
\langle P, Q \rangle_{\sigma_2}^{II} = \langle P, Q \rangle_{\sigma_3}^{II} = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ PQ + \lambda (1-y)^2 \partial_x P \partial_x Q \right] W_{\alpha,\beta,\gamma}(x,y) \ dy \ dx.
\]
Moreover, let $\widetilde{S}_{n,m}^\sigma_2(x,y)$ and $\widetilde{S}_{n,m}^\sigma_3(x,y)$ be the polynomials defined in Theorem 4.4. Then
\[
\widetilde{S}_{n,m}^\sigma_2(x,y) = (-1)^m \widetilde{S}_{n,m}^\sigma_3(x,y), \quad n \geq 0, \quad 0 \leq m \leq n.
\]
Proposition 5.5. For all $P, Q \in \Pi^2$,
\[
\langle P, Q \rangle_{\sigma_4}^I = \langle P, Q \rangle_{\sigma_5}^I = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ PQ + \lambda \left(\nabla P\right)^\top \begin{pmatrix} x^2 & xy \\ xy & y^2 \end{pmatrix} \nabla Q \right] W_{\alpha,\beta,\gamma}(x,y) \ dy \ dx.
\]
Moreover, let $S_{n,m}^\sigma_4(x,y)$ and $S_{n,m}^\sigma_5(x,y)$ be the polynomials defined in Theorem 4.1. Then
\[
S_{n,m}^\sigma_4(x,y) = (-1)^m S_{n,m}^\sigma_5(x,y), \quad n \geq 0, \quad 0 \leq m \leq n.
\]
Similarly,
\[
\langle P, Q \rangle_{\sigma_4}^{II} = \langle P, Q \rangle_{\sigma_5}^{II} = b_{\alpha,\beta,\gamma} \int_{T^2} \left[ PQ + \lambda (x+y)^2 \partial_x P \partial_x Q \right] W_{\alpha,\beta,\gamma}(x,y) \ dy \ dx.
\]
Moreover, let $\widetilde{S}_{n,m}^\sigma_4(x,y)$ and $\widetilde{S}_{n,m}^\sigma_5(x,y)$ be the polynomials defined in Theorem 4.4. Then
\[
\widetilde{S}_{n,m}^\sigma_4(x,y) = (-1)^m \widetilde{S}_{n,m}^\sigma_5(x,y), \quad n \geq 0, \quad 0 \leq m \leq n.
\]
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