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Abstract
Given a second-order partial differential operator L with nonzero polynomial coefficients
of degree at most 2, and a Sobolev bilinear form

(P, Q)S =
N∑

i=0

i∑

j=0

〈
u(i, j), ∂

i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q
〉
, N � 0,

where u(i, j), 0 � j � i � N , are linear functionals defined on the space of bivariate
polynomials, we study the orthogonality of the polynomial solutions of the partial differential
equation L [p] = λn,m p with respect to (·, ·)S , where λn,m are eigenvalue parameters
depending on the total and partial degree of the solutions. We show that the linear functionals
in the bilinear formmust satisfy Pearson equations related to the coefficients ofL . Therefore,
we also study solutions of the Pearson equations that can be obtained from univariate moment
functionals. In fact, the involved univariate functionals must satisfy Pearson equations in
one variable. Moreover, we study polynomial solutions of L [p] = λn,m p obtained from
univariate sequences of polynomials satisfying second-order ordinary differential equations.
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1 Introduction

Orthogonal polynomials with respect to a bilinear form involving both the polynomials and
their derivatives are known as Sobolev orthogonal polynomials. The non-standard character
of this type of orthogonality implies that the three-term relation no longer holds and, thus,
it is more difficult to study these orthogonal polynomials. Therefore, ad hoc tools and tech-
niques are needed; hence, there is a lack of uniformity in the theory of Sobolev orthogonal
polynomials.

Sobolev orthogonal polynomials have been widely studied for the last 60 years. We refer
the reader to a detailed survey by Marcellán and Xu (2015). However, the study of Sobolev
orthogonal polynomials in several variables is most recent. The tools and techniques for
studying these multivariate polynomials are even fewer than in the univariate case. Some
references include studies on the unit ball and the unit sphere (Dai and Xu 2011; Delgado
et al. 2016, 2013; Li and Xu 2014; Lizarte et al. 2021; Pérez et al. 2013; Piñar and Xu 2009;
Xu 2006, 2008), the simplex (Atkas and Xu 2013; Xu 2017), and product domains (Dueñas
et al. 2021, 2017; Fernández et al. 2015). We remark that most of the results involve bilinear
forms with first-order derivatives (Bracciali et al. 2010; Marriaga et al. 2021).

Interestingly, some families of multivariate Sobolev orthogonal polynomials are eigen-
functions of second-order linear partial differential operators with polynomial coefficients.
In Lee and Littlejohn (2006), Lee and Littlejohn study bivariate polynomials which satisfy
an admissible (as defined in Krall and Sheffer (1967), see also Kim et al. (1997)) second-
order partial differential equation. They find conditions for the partial differential equation to
have polynomial solutions which are orthogonal with respect to a symmetric Sobolev bilinear
form. However, the Lee and Littlejohn approach to Sobolev orthogonal polynomials seems to
be incomplete, since there exist non-admissible partial differential equations having Sobolev
orthogonal polynomial solutions. Indeed, in Koornwinder (1975), T. Koornwinder gave some
interesting examples of orthogonal polynomials constructed using Jacobi polynomials in one
variable, and in Kwon et al. (2001), Kwon, Lee, and Littlejohn widened the class found by
(Krall and Sheffer (1967).

In this work, we study families of polynomials in two variables satisfying second-order
partial differential equations, and we will connect this fact with Sobolev orthogonality. Our
motivation for the study of these polynomials comes from the results obtained in Bracciali
et al. (2010), Piñar and Xu (2009), Xu (2008, 2017), where families of explicit orthogo-
nal bases are constructed from spherical harmonics and univariate Jacobi polynomials, for
Sobolev inner products defined on the ball, the simplex, and the so-called parabolic biangle
(on the real plane). Moreover, these Sobolev orthogonal polynomials satisfy partial differen-
tial equations with non-standard values of the parameters (i.e., values such that orthogonality
with respect to linear functionals does not exist).

Our study starts with the observation that symmetry on polynomials of a partial differen-
tial operator with respect to a bilinear form involving linear functionals (and an additional
hypothesis) implies the orthogonality of its polynomial eigenfunctions with respect to the
bilinear form. Then, we study sufficient conditions that must be satisfied by the involved
linear functionals to obtain the desired symmetry. From here, our main strategy for construct-
ing polynomial eigenfunctions of the differential operator as well as the linear functionals
involved in the bilinear form is to use the method described by Koornwinder in Koorn-
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winder (1975) [previously introduced byAgahanov inAgahanov (1965)].Despite its apparent
simplicity, thismethod provides a key to the study of algebraic, differential, and analytic prop-
erties for a large class of bivariate orthogonal families of polynomials. In fact, the most usual
bivariate families correspond to this scheme. For instances, eight of the nine different cases
of Krall and Sheffer classical bivariate orthogonal polynomials (see Krall and Sheffer 1967)
can be constructed in this way.

The main contributions of this paper are as follows. First, we systematize and unify
the study of the Sobolev orthogonality of a large class of orthogonal polynomial solutions of
partial differential equations.Moreover, ourmethod handles as particular cases the orthogonal
families of polynomials studied by Krall and Sheffer (1967), Koornwinder (1975), and Kwon
et al. (2001), aswell as polynomial familieswith non-standard values of the parameters such as
the ones studied in Atkas and Xu (2013), Bracciali et al. (2010), Lee and Littlejohn (2006), Li
and Xu (2014), Piñar and Xu (2009). Second, we describe the solutions of Pearson equations
with coefficients of special shape in terms of univariate linear functionals that can be used to
construct such solutions. These Pearson equations are relevant to our work since the Sobolev
orthogonality of the polynomial families studied here involves bivariate linear functionals
that are solutions of Pearson equations with coefficients related to the differential equations
satisfied by the polynomials. Finally, to the best of our knowledge, the explicit orthogonal
polynomials with non-standard parameters associatedwith Sobolev bilinear forms defined on
the ball, simplex, and parabolic biangle presented here as examples are not found anywhere
else in the literature.

The organization of this paper is as follows. In Sect. 2, we present the basic facts about
univariate and bivariate orthogonal polynomials and classical linear functionals. In Sect. 3,
we collect our results about second-order partial differential operators that are symmetric
with respect to a Sobolev bilinear form. We show that the involved linear functionals must
satisfy related distributional Pearson equations. Hence, we study solutions of certain Pearson
equations in Sect. 4. These solutions are obtained from univariate linear functionals using
Koornwider’s method, which we also describe in this section. Then, in Sect. 5, we study
eigenfunctions of second-order partial differential operators that can be obtained from poly-
nomials satisfying second-order ordinary differential equations. Lastly, we present several
illustrative examples in Sect. 6. For the sake of clarity, some technical proofs are differed to
Appendix A.

2 Preliminaries

In this section, we present the basic facts needed to establish our main results.

2.1 Univariate classical moment functionals

Let us denote by � the linear space of univariate real polynomials. We call any linear func-
tional u : � → R a moment functional, and we denote by 〈u, p〉 the image of p ∈ � under
u.

Let {pn(x)}n�0 be a sequence of polynomials in �. If deg pn = n, n � 0, and

〈u, pn pm〉 = hn δn,m,

where hn �= 0, n � 0, then we say that {pn(x)}n�0 is an orthogonal polynomial sequence
(OPS) associated with u, and such OPS is unique up to a multiplicative constant.
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A moment functional u is said to be quasi-definite if there is an OPS associated with u.
If 〈u, p2〉 > 0 for all p ∈ � with p(x) �≡ 0, then u is called positive definite. If a moment
functional is positive-definite, then it is quasi-definite.

Let D denote the distributional differential operator. Given a moment functional u, its
derivative Du is the moment functional defined as

〈Du, p〉 = −〈u, p′〉, ∀p ∈ �,

and the left multiplication of u by a polynomial q ∈ � is the moment functional qu defined
as

〈qu, p〉 = 〈u, q p〉, ∀p ∈ �.

Definition 2.1 A quasi-definite moment functional u is called classical if there are non zero
polynomialsφ(x) andψ(x)with degφ � 2, degψ = 1, such thatu satisfies the distributional
Pearson equation

D(φ(x)u) = ψ(x)u. (2.1)

If {pn(x)}n�0 is a sequence of orthogonal polynomials associated with u, then it is called a
sequence of classical orthogonal polynomials.

We remark that (2.1) must be understood in the distributional sense (see Garcia-Ardila
et al. (2021)). That is, for every p ∈ �, the following must hold

〈D(φ u), p〉 = 〈ψ u, p〉,
or, equivalently,

〈u, φ p′ + ψ p〉 = 0.

2.2 Bivariate classical moment functionals

Wedenote by�2 the linear space of bivariate real polynomials.Abivariatemoment functional
is a linear mapping u : �2 → R, and the image of a polynomial P ∈ �2 under u is denoted
by 〈u, P〉.

Let {Pn,m(x, y) : 0 � n, 0 � m � n} be a polynomial sequence in �2 such that, for
n � 0, deg Pn,m = n, and {Pn,m(x, y) : 0 � m � n} are n + 1 linearly independent
polynomials. For n � 0, we define the polynomial column vector with n + 1 entries

Pn = (Pn,0(x, y), Pn,1(x, y), . . . , Pn,n(x, y))

.

The sequence of column vectors {Pn}n�0 is called a polynomial system (PS).
A PS {Pn}n�0 is called an orthogonal polynomial system (OPS) associated with a linear

functional u if, for n � 0,

〈u,PnP


m〉 = (〈u, Pn,i Pm, j 〉)n,m

i, j=0 =
{
0, n �= m,

Hn, n = m,

where Hn is a n + 1 symmetric and non-singular real matrix, and 0 is the zero matrix of
appropriate size. In the particular case when Hn is a diagonal matrix, we say that {Pn}n�0 is
a mutually orthogonal PS.

A moment functional u is said to be quasi-definite if there is an OPS associated with u,
and it is called positive definite if 〈u, P2〉 > 0 for all P ∈ �2 with P(x, y) �≡ 0. If a moment
functional is positive definite, then it is quasi-definite.
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Along this work, we will denote by

∂x P = ∂P

∂x
= Px , ∂y P = ∂P

∂ y
= Py,

the respective partial derivatives of a bivariate polynomial P(x, y) ∈ �2.
We define the distributional partial derivatives of a moment functional u by duality as

〈∂xu, P〉 = −〈u, ∂x P〉, 〈∂yu, P〉 = −〈u, ∂y P〉, ∀P ∈ �2,

and the left multiplication of u times a polynomial Q ∈ �2 is the new moment functional
Qu satisfying

〈Qu, P〉 = 〈u, Q P〉, ∀P ∈ �2.

The following product rules hold for every bivariate moment functional u and any poly-
nomial Q ∈ �:

∂x (Q u) = Qx u + Q ∂xu and ∂y (Q u) = Qy u + Q ∂yu. (2.2)

Definition 2.2 The quasi-definite moment functional u defined on �2 is said to be classical
if there are nonzero polynomials a ≡ a(x, y), b ≡ b(x, y), c ≡ c(x, y), d ≡ d(x, y), and
e ≡ e(x, y), such that it satisfies the Pearson equations

∂x (a u) + ∂y(b u) = d u,

∂x (b u) + ∂y(c u) = e u,
(2.3)

with deg a, deg b, deg c � 2, deg d, deg e � 1, and

det

(〈u, a〉 〈u, b〉
〈u, b〉 〈u, c〉

)
�= 0.

Note that using the product rule (2.2), (2.3) can be written as

a ∂xu + b ∂yu = d̃ u,

b ∂xu + c ∂yu = ẽ u,

where d̃ ≡ d̃(x, y) = d − ax − by and ẽ ≡ ẽ(x, y) = e − bx − cy .
In the above definition, the moment functional u satisfies the matrix Pearson equations in

the distributional sense. This means that for every polynomial P ∈ �2, we have

〈u, a ∂x P + b ∂y P + d P〉 = 0, and 〈u, b ∂x P + c ∂y P + e P〉 = 0.

There are several properties that characterize OPS associated with a bivariate classical
moment functional. We focus our attention on the characterization stated in the following
theorem.

Theorem 2.3 (Fernández et al. 2005) Let u be a quasi-definite moment functional and let
{Pn}n�0 be an OPS associated with u. Then, the following statements are equivalent:

1. u is a classical moment functional in the sense of Definition 2.2.
2. There is a sequence of square matrices {�n}n�0 with real numbers as entries, where �n

is of order n + 1 and �1 is a non-singular matrix, such that

L [Pn] ≡ a ∂xxPn + 2 b ∂xyPn + c ∂yyPn + d ∂xPn + e ∂yPn = �n Pn, n � 0,(2.4)

where a ≡ a(x, y), b ≡ b(x, y), c ≡ c(x, y), d ≡ d(x, y), e ≡ e(x, y) are fixed
polynomials with deg a, deg b, deg c � 2, and deg d, deg e � 1.
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The differential operator L in Theorem 2.3 has the following property which is of great
interest in the sequel.

Theorem 2.4 (Lemma 2.6 inMarcellán et al. (2018b)) Let u be a classical moment functional
satisfying (2.3) and let {Pn}n�0 be an OPS associated with u. Then, the differential operator
L in Theorem 2.3 satisfies

〈u,L [P] Q〉 = 〈u, P L [Q]〉, ∀P, Q ∈ �2.

Moreover, L ∗[u] = 0, where

L ∗[u] ≡ ∂xx (a u) + 2 ∂xy(b u) + ∂yy(c u) − ∂x (d u) − ∂y(e u),

is the formal Lagrange adjoint ofL defined as 〈u,L [P]〉 = 〈L ∗[u], P〉, for every P ∈ �2.

2.3 Differential equations belonging to the extended Lyskova class

The Lyskova class, studied for the first time in Lyskova (1991), and developed later in Lee
et al. (2004), is the class of bivariate classical orthogonal polynomials satisfying (2.4) with
�n = λn In+1, n � 0, such that its partial derivatives are again solutions of a similar partial
differential equation.

Later, the Lyskova class was extended in Álvarez de Morales et al. (2009a) for classical
orthogonal polynomials in the general sense of Definition 2.2. We recall the definition of the
extended Lyskova class.

Definition 2.5 (Álvarez de Morales et al. 2009a) The matrix partial differential equation
(2.4) belongs to the extended Lyskova class if its polynomial coefficients have the following
special shape

a(x, y) = a(x) = a2x
2 + a1x + a0,

b(x, y) = b2xy + b10x + b01y + b0,

c(x, y) = c(y) = c2y
2 + c1y + c0,

d(x, y) = d(x) = d1x + d0,

e(x, y) = e(y) = e1y + e0.

Suppose that the OPS {Pn}n�0 satisfies (2.4). For each n � 1, the explicit expression of
the entries of �n can be easily obtained in terms of the polynomial coefficients of L by
comparing both sides of (2.4) and, then, �n is a diagonal matrix. The explicit expression of
the diagonal entries of

�n = diag[λn,0, λn,1, . . . , λn,n], n � 1,

are

λn,m = (n − m)(n − m − 1)a2 + (n − m)mb2 + m(m − 1)c2 + (n − m)d1 + me1.

In this case, each polynomial entry of Pn is solution of the partial differential equation (2.4),
that is,

L [Pn,m(x, y)] = λn,m Pn,m(x, y), 0 � m � n.
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For i, j � 0, let us take partial derivatives of (2.4) and define the second-order partial
differential operator

L (i, j)[ · ] = a ∂xx + 2 b ∂xy + c ∂yy + d(i, j) ∂x + e(i, j) ∂y, (2.5)

where

d(i, j) ≡ d(i, j)(x) = d + i ∂xa + 2 j ∂yb,

e(i, j) ≡ e(i, j)(y) = e + 2 i ∂xb + j ∂yc.

Then, ∂ ix∂
j
y Pn+i+ j , n � 0, satisfies

L (i, j)[∂ ix∂ j
y Pn+i+ j ] = �

(i, j)
n+i+ j ∂

i
x∂

j
y Pn+i+ j , (2.6)

where �
(i, j)
n+i+ j is a diagonal matrix whose entries are

λ
(i, j)
n+i+ j,m = λn+i+ j,m −

(
i(i − 1)

2
a2 + 2i jb2 + j( j − 1)

2
c2 + id1 + je1

)
,

for 0 � m � n + i + j .
The following Theorem states the orthogonality of {∂ ix ∂

j
y Pn+i+ j }n�0 with respect to a

modification of the moment functional u.

Theorem 2.6 (Theorem 3.9 in Lee et al. (2004)) Suppose that the OPS {Pn}n�0 associated
with the quasi-definite moment functional u satisfies (2.4) in the extended Lyskova class. If
there exists a polynomial f (x, y) satisfying

a fx + b fy = ax f ,
b fx + c fy = 2 bx f ,

and there exists a polynomial g(x, y) satisfying

a gx + b gy = 2 by g,
b gx + c gy = cy g,

then {∂ ix ∂
j
y Pn+i+ j }n�0 satisfying (2.6) are orthogonal with respect to themoment functional

u(i, j) = f i (x, y) g j (x, y)u,

in the sense that 〈u(i, j), ∂ ix ∂
j
yPn+i+ j (∂

i
x ∂

j
yPm+i+ j )


〉 = 0 when n �= m.

Observe that we do not know a priori if u(i, j) is quasi-definite. In this way, a necessary
condition for the quasi-definite character of u(i, j) is that

〈u(i, j), 1〉 = 〈 f i (x, y) g j (x, y)u, 1〉 = 〈u, f i (x, y) g j (x, y)〉 �= 0.

Definition 2.7 Let (·, ·) : �2 × �2 → R be a bilinear form. We say that (·, ·) is symmetric
if (P, Q) = (Q, P) for all P, Q ∈ �2. A bilinear form is called a Sobolev bilinear form if
it involves partial derivatives of polynomials.

Moreover, we say that a PS {Pn}n�0 is Sobolev orthogonal with respect to a Sobolev
bilinear form (·, ·) if

(
Pn,P



m

)
= (

(Pn,i , Pm, j )
)n,m
i, j=0 = 0, n �= m.
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From Theorems 2.3 and 2.6, we have that a PS satisfying a differential equation in the
extended Lyskova class are Sobolev orthogonal polynomials. The following result will be of
interest in the sequel.

Corollary 2.8 Fix an integer N � 0. Suppose that the OPS {Pn}n�0 associated with the
quasi-definite moment functional u satisfies (2.4) in the extended Lyskova class. Then, under
the hypotheses of Theorem 2.6, {Pn}n�0 is Sobolev orthogonal with respect to the bilinear
form defined as

(P, Q) =
N∑

i=0

i∑

j=0

〈 f i− j g ju, ∂
i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q〉.

3 Sobolev bilinear forms and partial differential equations

From Theorem 2.3, we have that a PS associated with a classical moment functional u satisfy
a matrix second-order linear partial differential equation (2.4), and from Theorem 2.4, we
have that the differential operator L in (2.4) satisfies

〈u,L [P] Q〉 = 〈u, P L [Q]〉,
for all polynomials P, Q ∈ �2. This motivates our study of second-order partial differential
operators satisfying a similar symmetry condition with respect to Sobolev bilinear forms.

Definition 3.1 Fix an integer N � 0. Let u(i, j), 0 � j � i � N , be bivariate moment
functionals. We can define the Sobolev bilinear form

(P, Q)S =
N∑

i=0

i∑

j=0

〈u(i, j), ∂
i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q〉, ∀P, Q ∈ �2. (3.1)

Moreover, let a ≡ a(x, y), b ≡ b(x, y), c ≡ c(x, y), d ≡ d(x, y), e ≡ e(x, y) be fixed
polynomials with deg a, deg b, deg c � 2, and deg d, deg e � 1. We define the second-order
linear partial differential operator

L [ · ] ≡ a ∂xx + 2 b ∂xy + c ∂yy + d ∂x + e ∂y . (3.2)

3.1 Symmetric differential operators and Pearson equations

We explore the connection between the polynomial coefficients inL and the moment func-
tionals in (3.1), such that L is symmetric in the sense that

(L [P], Q)S = (P,L [Q])S, ∀P, Q ∈ �2.

To this end, we need the following preliminary result. Its proof is given in Appendix .

Lemma 3.2 Let u be a bivariate moment functional, and let L be the operator defined in
(3.2). If L is in the extended Lyskova class, then for all P ∈ �2 and i, j � 0,

∂ ix∂
j
y

(
∂ ix∂

j
yL [P]u

)
− L ∗[∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

= −∂ ix∂
j
y

[
∂ ix∂

j
y P
(
L (i, j)

)∗[u] + 2∂ i+1
x ∂

j
y PM(i, j)

1 [u] + 2∂ ix∂
j+1
y PM(i, j)

2 [u]
]
,
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where L (i, j) is defined in (2.5),

M(i, j)
1 [u] = (a u)x + (b u)y − d(i, j) u,

M(i, j)
2 [u] = (b u)x + (c u)y − e(i, j) u,

and
(
L (i, j)

)∗ [u] = ∂xM(i, j)
1 [u] + ∂yM(i, j)

2 [u],

is the formal Lagrange adjoint of L (i, j).

Now, we are ready to state the main result of this section.

Theorem 3.3 Let L be the differential operator defined in (3.2). If L is in the extended
Lyskova class and the moment functionals u(i, j), 0 � j � i � N, satisfy

{
∂x (a u(i, j)) + ∂y(b u(i, j)) = (d + (i − j) ax + 2 j by)u(i, j),

∂x (b u(i, j)) + ∂y(c u(i, j)) = (e + 2(i − j) bx + j cy)u(i, j),
(3.3)

then L is symmetric with respect to the Sobolev bilinear form (3.1).

Proof The differential operatorL is symmetric with respect to (·, ·)S defined in (3.1) if and
only if, for all P, Q ∈ �2, (L [P], Q)S − (P,L [Q])S = 0. Note that

(L [P], Q)S − (P,L [Q])S

=
N∑

i=0

i∑

j=0

(−1)i
〈
∂
i− j
x ∂

j
y

(
∂
i− j
x ∂

j
yL [P]u(i, j)

)
− L ∗[∂ i− j

x ∂
j
y (∂

i− j
x ∂

j
y P u(i, j))

]
, Q
〉
.

Therefore, L is symmetric with respect to (·, ·)S if and only if, for all P ∈ �2,

N∑

i=0

i∑

j=0

(−1)i
(
∂
i− j
x ∂

j
y

(
∂
i− j
x ∂

j
yL [P]u(i, j)

)
− L ∗[∂ i− j

x ∂
j
y (∂

i− j
x ∂

j
y P u(i, j))

])
= 0,

or, equivalently, using (3.2),

N∑

i=0

i∑

j=0

(−1)i∂ i− j
x ∂

j
y

[
∂
i− j
x ∂

j
y P
(
L (i− j, j)

)∗[u(i, j)]

+ 2∂ i− j+1
x ∂

j
y PM(i− j, j)

1 [u(i, j)] + 2∂ i− j
x ∂

j+1
y PM(i− j, j)

2 [u(i, j)]
]

= 0.

(3.4)

If for 0 � j � i � N , u(i, j) satisfies (3.3), then (3.4) holds for all P ∈ �2 and therefore
L is symmetric with respect to (·, ·)S . �


Remark 3.4 For N = 0, the Pearson equations (3.3) read as (2.3). In this case, (by Remark
A.1) Theorem 3.3 holds even when L is not in the extended Lyskova class.
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3.2 Sobolev orthogonality of the polynomial solutions

Let {Pn}n�0 be a PS such that there is a sequence of square real matrices {�n}n�0, where
�n is of order n + 1, satisfying L [Pn] = �n Pn for all n � 0.

The symmetry of L with respect to (3.1) and additional hypotheses imply the Sobolev
orthogonality of {Pn}n�0.

Proposition 3.5 Assume that the partial differential operatorL is symmetric with respect to
the Sobolev bilinear form (3.1). Let {Pn}n�0 be a PS satisfyingL [Pn] = �n Pn for all n � 0.
If �n and �m do not share eigenvalues for n �= m, then {Pn}n�0 satisfies the orthogonality
condition (Pn,P



m)S = 0, n �= m.

Proof If L is symmetric with respect to (3.1) and {Pn}n�0 satisfies L [Pn] = �n Pn for all
n � 0, then

�n(Pn,P


m)S = (L [Pn],P


m)S = (Pn,L [P

m])S = (Pn,P



m)S�



m, n,m � 0,

or, equivalently,

�n(Pn,P


m)S − (Pn,P



m)S�



m = 0, n,m � 0. (3.5)

Notice that (3.5) is a Sylvester matrix equation AX − XB = C , where A = �n , B = �m ,
C = 0 and the unknown is X = (Pn,P



m)S . It is a well-known fact that a Sylvester equation

has a unique solution X for all C if and only if A and B have no common eigenvalues
[Horn and Johnson (1991),Th. 4.4.6]. In our case, since for n �= m, �n and �m do not share
eigenvalues, the unique solution of (3.5) is (Pn,P



m)S = 0. �


Remark 3.6 Let L be the differential operator defined in (3.2). If the moment functional
u satisfies the Pearson equations (2.3), then by Theorem 3.3 with N = 0, L satisfies the
symmetry condition

〈u,L [P] Q〉 = 〈u, P L [Q]〉, ∀P, Q ∈ �2.

Moreover, if the hypotheses of Proposition 3.5 hold, then {Pn}n�0 satisfies the orthogonality
condition 〈u,Pn P



m〉 = 0, n �= m. Observe that u is not a priori a quasi-definite moment

functional.

If {Pn}n�0 is a Sobolev OPS associated with (3.1), then the symmetry ofL with respect
to (3.1) is equivalent to {Pn}n�0 satisfying L [Pn] = �n Pn for all n � 0.

Proposition 3.7 Let {Pn}n�0 be a Sobolev OPS associated with (3.1). The following state-
ments are equivalent:

(i) The operator L is symmetric with respect to the Sobolev bilinear form (3.1).
(ii) For n � 0, there is a square matrix �n of order n + 1, whose entries are real numbers,

such that {Pn}n�0 satisfies L [Pn] = �n Pn, and �n H̃n,n = H̃n,n�


n , where H̃n,m =

(Pn,P


m)S.

Proof (i) ⇒ (i i). SinceL [Pn] is a vector with polynomial entries of degree at most n, then
we can write

L [Pn] =
n∑

j=0

Mn, jP j ,
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where Mn, j is a real matrix of size (n + 1) × ( j + 1). Using (3.1), we obtain

(L [Pn],P

m)S =

n∑

j=0

Mn, j (P j ,P


m)S = Mn,m H̃m,m, m � n.

On the other hand, using the symmetry of L , we have

(L [Pn],P

m)S = (Pn,L [P


m])S = 0, m � n − 1.

This implies that Mn,m = 0 for m � n − 1. Then (i i) holds with �n = Mn,n . (i i) ⇒ (i).
Obviously,

(L [Pn],P

m)S = �n(Pn,P



m)S =

{
0, m �= n,

�n H̃n,n, n = m,

(Pn,L [P

m])S = (Pn,P



m)S�



m =

{
0, m �= n,

H̃n,n�


n , n = m,

and (i) clearly holds. �


4 Generating solutions of Pearson equations

In Sect. 3, we described the connection between the coefficients of the differential operator
L defined in (3.2) and the Pearson equations satisfied by the moment functionals involved
in the Sobolev bilinear form (3.1).

In this section, we turn our attention to generating solutions of certain Pearson equations.
We consider two cases:

• Non-diagonal case:

∂x (aw) + ∂y (bw) = d w,

∂x (bw) + ∂y (cw) = ew,

or, equivalently,

a ∂x w + b ∂y w = d̃ w, (4.1)

b ∂x w + c ∂y w = ẽw, (4.2)

where a ≡ a(x, y), b ≡ b(x, y), c ≡ c(x, y), d ≡ d(x, y), and e ≡ e(x, y) are
polynomials with deg a, deg b, deg c � 2, deg d, deg e � 1, and d̃ ≡ d̃(x, y) = d −
ax − by , ẽ ≡ ẽ(x, y) = e − bx − cy . Observe that in this case, each equation involves
partial derivatives with respect to each variable.

• Diagonal case:

∂x (aw) = d w,

∂y(cw) = ew,

or, equivalently,

a ∂xw = d̃ w, (4.3)

c ∂yw = ẽw, (4.4)

where a ≡ a(x, y) and c ≡ c(x, y) are polynomials of degree at most 2, d ≡ d(x, y)
and e ≡ e(x, y) are polynomials of degree at most 1, and d̃ ≡ d̃(x, y) = d − ax ,
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ẽ ≡ ẽ(x, y) = e − cy . In this case, each equation involves a partial derivative with
respect to only one variable.

We focus on Pearson equations with solutions belonging to a class of bivariate functionals
that can be constructed using univariate moment functionals satisfying Pearson equations in
one variable.

We start by describing amethod to construct bivariatemoment functionals using univariate
moment functionals (see Agahanov 1965; Dunkl and Xu 2014; Koornwinder 1975; Marriaga
et al. 2017).

4.1 A class of bivariate moment functionals

Let u(s) and v(t) be univariate linear functionals acting on the variables s and t , respectively.
Let ρ(s) be a univariate function satisfying one of the following two conditions:

Case I: ρ(s) is a polynomial of degree atmost 1, that is, ρ(s) = r1 s+r0, with |r1|+|r0| > 0,
Case II: ρ(s) is the square root of a polynomial of degree at most 2, that is, ρ(s) =√


2 s2 + 2 
1 s + 
0, where |
2| + |
1| + |
0| > 0, and v(t) is symmetric (that
is, 〈v(t), t2k+1〉 = 0 for k � 0).

and such that u(s)
0 = ρ(s)u(s) is a well-defined moment functional in both Case I and Case

II.
We define the bivariate moment functional w by

〈w, P(x, y)〉 =
〈
u(s)
0 ,
〈
v(t), P(s, t ρ(s))

〉 〉
, ∀P ∈ �2, (4.5)

where x = s and y = t ρ(s).
Suppose that u(s) and v(t) are quasi-definite such that, in both Case I and Case II, u(s)

m =
ρ(s)2m+1 u(s), 0 � m, are quasi-definite moment functionals. For m � 0, let {p(m)

n (s)}n�0
be an orthogonal polynomial sequence associated with the quasi-definite moment functional
u(s)
m , and let {qn(t)}n�0 be an orthogonal polynomial sequence associated with v(t). Let define

the bivariate polynomials

Pn,m(x, y) = p(m)
n−m(x) ρ(x)mqm

(
y

ρ(x)

)
, n � 0, 0 � m � n. (4.6)

It was shown in Marriaga et al. (2017) that {Pn,m(x, y) : n � 0, 0 � m � n} forms a
mutually orthogonal basis with respect to the moment functional w defined in (4.5).

4.2 The non-diagonal case

We deal with (4.1) and (4.2) separately.
Throughout this section,w is the bivariate linear functional defined in (4.5) and ρ′(s) �≡ 0.

We defer the case when ρ(s) is some constant to later.
The following result deals with (4.1).

Theorem 4.1 Let a(s), b̃(s), d̃(s) be univariate polynomials with deg a � 2 and deg b̃,
deg d̃ � 1.

If a(s) ρ′(s) = b̃(s) ρ(s) and the univariate linear functional u(s)
0 = ρ(s)u(s) satisfies

the Pearson equation

a(s) D u(s)
0 = (d̃(s) + b̃(s)

)
u(s)
0 ,
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then w satisfies (4.1) with a ≡ a(x), b ≡ y b̃(x), and d̃ ≡ d̃(x).

Proof Let x = s and y = t ρ(s). For any polynomial P(x, y) ∈ �2,

∂s P(s, t ρ(s)) = ∂x P(x, y) + y
ρ′(x)
ρ(x)

∂y P(x, y),

∂t P(s, t ρ(s)) = ρ(x) ∂y P(x, y).

Therefore,

∂x P(x, y) = ∂s P(s, t ρ(s)) − t
ρ′(s)
ρ(s)

∂t P(s, t ρ(s)),

∂y P(x, y) = 1

ρ(s)
∂t P(s, t ρ(s)).

(4.7)

On the other hand, for every polynomial P ∈ �2, we have
〈−a(x) ∂x w − y b̃(x) ∂y w + d̃(x)w, P

〉 = 〈w, ∂x (a(x) P) + ∂y
(
y b̃(x) P

)+ d̃(x) P
〉
.

Thus, using (4.5) and (4.7), we obtain
〈−a(x) ∂x w − y b̃(x) ∂y w + d̃(x)w, P

〉

=
〈
u(s)
0 ,

〈
v(t), ∂s(a(s) P) − t

ρ′(s)
ρ(s)

∂t (a(s) P) + 1

ρ(s)
∂t
(
t ρ(s) b̃(s) P

)+ d̃(s) P

〉〉

=
〈
u(s)
0 ,

〈
v(t), ∂s(a(s) P) + (̃b(s) + d̃(s)

)
P + t

(
b̃(s) − a(s)

ρ′(s)
ρ(s)

)
∂t P

〉〉

=
〈
u(s)
0 ,
〈
v(t), ∂s(a(s) P) + (̃b(s) + d̃(s)

)
P
〉〉

=
〈
−a(s) D u(s)

0 + (̃b(s) + d̃(s)
)
u(s)
0 ,
〈
v(t), P

〉〉 = 0,

where we have used the fact that a(s) ρ′(s) = b̃(s) ρ(s). Hence, a(x) ∂x w+ y b̃(x) ∂y w =
d̃(x)w. �


Observe that in the previous theorem, no conditions are imposed on v(t) other than the
ones mentioned in Sect. 4.1.

To deal with (4.2), we must consider the explicit expression of its polynomial coefficients
and the function ρ(s). In both Case I and Case II in Sect. 4.1, we set

• c(t) = c0 + c1t + c2t2,
• ẽ(t) = e0 + e1t ,
• b̃(s) = b0 + b1s, |b0| + |b1| > 0,
• d̃(s) = d0 + d1s.

We also assume that a(s) ρ′(s) = b̃(s) ρ(s) where a(s) is a univariate polynomial with
deg a � 2. First, we state the following intermediate result, which is a consequence of the
equations a(s) ρ′(s) = b̃(s) ρ(s), (4.5), and (4.7).

Proposition 4.2 For every polynomial P ∈ �2,
〈−y b̃(x) ∂x w − c(y) ∂y w + ẽ(y)w, P

〉

=
〈
u(s)
0 ,
〈
t v(t), ∂s

(
a(s) ρ′(s) P

)+ ρ′(s) b̃(s) P
〉〉

+
〈
u(s)
0 ,
〈
v(t),

(
c2ρ(s) − ρ′(s) b̃(s)

)
∂t
(
t2P

)+ c1∂t (t P) + e0P + e1 ρ(s) t P
〉〉

+
〈
u(s)
0 ,

〈
v(t), c0

1

ρ(s)
∂t P

〉〉
.
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For Case I, we get the following result. Its proof is given in Appendix A.

Corollary 4.3 Let ρ(s) = r0 + r1 s with r1 �= 0. If the following conditions hold,

(a) c0 = 0, c2 = b1, and d1 = e1,
(b) u(s)

0 satisfies the Pearson equation

a(s) D u(s)
0 = (̃

b(s) + d̃(s)
)
u(s)
0 ,

(c) and v(t) satisfies the Pearson equation
[
(b1 r0 − r1 b0) t

2 + c1 t
]
D v(t) = [e0 + (e1 r0 − d0 r1) t] v(t),

then w satisfies (4.2) with b ≡ y b̃(x), c ≡ c(y), and ẽ ≡ ẽ(y).

Case II is more intricate.We have the following result and its proof is given inAppendixA.

Corollary 4.4 Let ρ(s) = √

0 + 2
1s + 
2s2,|
1| + |
2| > 0. If the following conditions

hold:

(a) c2 − b1 = c1 = d1 − e1 = e0 = 0,
(b) (2 c2 − b1)
1 − b0
2 = d1
1 + d0
2 − 2e1
1 = 0,
(c) u(s)

0 satisfies the Pearson equation

a(s) D u(s)
0 = (̃b(s) + d̃(s)

)
u(s)
0 ,

(d) and v(t) satisfies the following Pearson equation
[
(c2 
0 − b0 
1) t

2 + c0
]
D v(t) = (e1 
0 − d0 
1) t v(t),

then w satisfies (4.2) with b ≡ y b̃(x), c ≡ c(y), and ẽ ≡ ẽ(y).

4.3 The diagonal case

Here, we study the moment functionals satisfying the diagonal Pearson equations (4.3) and
(4.4).

We identify three cases which we organize in the following theorems. The first one deals
with tensor products of univariate moment functionals.

Theorem 4.5 Let ρ(s) = 1, a(x, y) = a(x), d̃(x, y) = d̃(x), c(x, y) = c(y), and ẽ(x, y) =
ẽ(y). If u(s)

0 satisfies a(s) Du(s)
0 = d̃(s)u(s)

0 , then the linear functional w defined in (4.5)
satisfies the diagonal Pearson equation a(x) ∂xw = d̃(x)w.

Similarly, if v(t) satisfies c(t) Dv(t) = ẽ(t) v(t), then w satisfies the diagonal Pearson
equation c(y) ∂yw = ẽ(y)w.

Proof Using a(x) ∂xw = d̃(x)w, (4.7), and ρ′(s) = 0, for every P ∈ �2, we have,

〈−a(x) ∂xw + d̃(x)w, P
〉 =

〈
−a(s) Du(s)

0 + d̃(s)u(s)
0 ,
〈
v(t), P

〉〉
= 0.

Similarly, using c(t) Dv(t) = ẽ(t) v(t) and (4.7), we get c(y) ∂yw = ẽ(y)w. �

Now, we consider the case when ρ(s) = r0 + r1 s. We need the explicit expression of the

following polynomials:
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• a(s) = a0 + a1 s,
• b(t) = b0 + b1 t ,
• c(t) = c0 + c1 t .

The proof of the following result is given in Appendix A.

Theorem 4.6 Let ρ(s) = r0 + r1 s with r1 �= 0, and suppose that either one of the following
two conditions hold:

(i) c0 = 0, c1 �= 0, and v(t) satisfies t b(t) Dv(t) = [γ b(t) + β t b′(t)
]
v(t), or

(ii) c1 = 0, c0 �= 0, and v(t) satisfies b(t) Dv(t) = β b′(t) v(t),

where γ and β are real numbers. Then, w satisfies the diagonal Pearson equation

c(y) ρ(x) b

(
y

ρ(x)

)
∂yw

=
[
γ c′(y) ρ(x) b

(
y

ρ(x)

)
+ β c(y) ∂y

(
ρ(x) b

(
y

ρ(x)

))]
w. (4.8)

If in addition to condition (i) (respectively, (i i)), u(s)
0 satisfies the Pearson equation

a(s) ρ(s) Du(s)
0 = [α a′(s) ρ(s) + (1 + γ + β) ρ′(s) a(s)

]
u(s)
0 ,

respectively,

a(s) ρ(s) Du(s)
0 = [α a′(s) ρ(s) + (1 + β) ρ′(s) a(s)

]
u(s)
0 ,

where α is a real number, then w also satisfies the diagonal Pearson equation

a(x) ρ(x) b

(
y

ρ(x)

)
∂xw

=
[
α a′(x) ρ(x) b

(
y

ρ(x)

)
+ β a(x) ∂x

(
ρ(x) b

(
y

ρ(x)

))]
w. (4.9)

Now, we consider the case when ρ(s) =
√


0 + 2 
1 s + 
2 s2. The proof is given in
Appendix A.

Theorem 4.7 Let ρ(s) = √
0 + 2 
1 s + 
2 s2 and b(t) = b0 + b1 t + b2 t2. If u
(s)
0 and v(t)

satisfy

ρ(s)2 Du(s)
0 =

(
α + 1

2

) (
ρ(s)2

)′
u(s)
0 ,

b(t) Dv(t) = α b′(t) v(t),

where α is a real number, then w satisfies the diagonal Pearson equations

ρ(x)2 b

(
y

ρ(x)

)
∂xw = α ∂x

(
ρ(x)2 b

(
y

ρ(x)

))
w, (4.10)

ρ(x)2 b

(
y

ρ(x)

)
∂yw = α ∂y

(
ρ(x)2 b

(
y

ρ(x)

))
w. (4.11)
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5 Generating polynomial solutions

In this section, we construct PS solutions {Pn}n�0 of

L [Pn] = �n Pn,

whereL is the differential operator defined in (3.2), and�n is a square matrix of order n+1
whose entries are real numbers.

We are interested in solutions that can be generated using univariate polynomial sequences.
That is, we seek compatible univariate polynomial sequences {p(m)

n (x)}n�0, m � 0, and
{qn(y)}n�0, and real squarematrices�n , such that the entries ofPn satisfyingL [Pn] = �nPn

can be written as in (4.6) where ρ(x) is a function satisfying the conditions in Case I or Case
II described in Sect. 4.1. Before we deal with such solutions, we state the following result
which will be useful in the sequel.

Proposition 5.1 2 Let L be the differential operator defined in (3.2). Assume there is a
non-zero polynomial �(x, y) satisfying the differential equations

L [�] = μ�, μ ∈ R, (5.1)

and

a �x + b�y = h1 �,

b�x + c�y = h2 �,
(5.2)

where h1 and h2 are polynomials of degree at most 1. Let k = deg�.
Moreover, let {Pn,m(x, y) : n � 0, 0 � m � n} be a polynomial system satisfying the

differential equation

M [Pn,m] = L [Pn,m] + 2 h1 ∂x Pn,m + 2 h2 ∂y Pn,m = λn,m Pn,m, λn,m ∈ R.

Then, for k � m � n, the polynomial Qn,m = � Pn−k,m−k satisfies the differential equation

L [Qn,m] = (μ + λn−k,m−k) Qn,m .

Proof Using (5.1) and (5.2), we obtain

L [Qn,m] = L [�] Pn−k,m−k + � L [Pn−k,m−k]
+ 2 (a �x + b�y) ∂x Pn−k,m−k + 2 (b�x + c�y) ∂y Pn−k,m−k

= μ� Pn−k,m−k + � L [Pn−k,m−k]
+ 2 h1 � ∂x Pn−k,m−k + 2 h2 � ∂y Pn−k,m−k

= (μ + λn−k,m−k) Qn,m .

�

For the following result, we need the explicit expressions for the following functions. In

both Case I and Case II in Sect. 4.1, we chose the polynomials coefficients of (3.2) with the
special shapes

• a(x, y) = a(x) = a0 + a1 x + a2 x2,
• b̃(x) = b0 + b1 x ,
• b(x, y) = y b̃(x),
• c(x, y) = c(y) = c0 + c1 y + c2 y2,
• d(x, y) = d(x) = d0 + d1 x ,
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• e(x, y) = e(y) = e0 + e1 y.

First, we consider the case when ρ(x) = r0 + r1 x .

Theorem 5.2 Let ρ(x) = r0 + r1 x satisfying a(x) ρ′(x) = b̃(x) ρ(x), c0 = 0, c2 = b1,
and d1 = e1, and let {Pn,m(x, y) : n � 0, 0 � m � n} be the polynomials defined in (4.6).
Then,

1. For m � 0, {p(m)
n (x)}n�0 satisfies

a(x) (p(m)
n (x))′′ + [d(x) + 2m b̃(x)](p(m)

n (x))′ = νn,m p(m)
n (x),

with νn,m = n ((n − 1) a2 + d1 + 2m b1),
2. {qn(y)}n�0 satisfies

[(c2 r0 − b0 r1) y
2 + c1 y] q ′′

n (y) + [(e1 r0 − d0 r1) y + e0] q ′
n(y) = μn qn(y),

with μn = −n [((n − 1) b0 + d0) r1 − ((n − 1) b1 + d1)r0],
if and only if

L [ Pn,m ] = λn,m Pn,m, n � 0, 0 � m � n,

with λn,m = νn−m,m + m [(m − 1) b1 + d1].
Proof Letting t = y/ρ(x), we compute

L [Pn,m] =
[
a(x) (p(m)

n−m(x))′′ + [d(x) + 2m b̃(x)](p(m)
n−m(x))′

]
ρ(x)m qm(t)

+ [(c2 r0 − b0 r1) t
2 + c1 t

]
p(m)
n−m(x) ρ(x)m−1 q ′′

m(t)

+ [(e1 r0 − d0 r1) t + e0] p(m)
n−m(x) ρ(x)m−1 q ′

m(t)

+ [a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′
]
p(m)
n−m(x) qm(t),

where we have used a(x) ρ′(x) = b̃(x) ρ(x). Moreover, taking into account that

a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′ = m [(m − 1) b1 + d1] ρ(x)m − μm ρ(x)m−1,

the announced result follows. �

Now, we deal with the case when ρ(x) =

√

2 x2 + 2 
1 x + 
0.

Theorem 5.3 Let ρ(x) = √

2 x2 + 2 
1 x + 
0 satisfying a(x) ρ′(x) = b̃(x) ρ(x), and let

{Pn,m(x, y) : n � 0, 0 � m � n} be the polynomials defined in (4.6). Suppose that

c1 = e0 = 0, and for m � 0, {p(m)
n (x)}n�0 satisfies

a(x) (p(m)
n (x))′′ + [d(x) + 2m b̃(x)](p(m)

n (x))′ = νn,m p(m)
n (x),

with νn,m = n ((n − 1) a2 + d1 + 2m b1).
We have the following two cases:
(I) L [ Pn,m ] = λn,m Pn,m for n � 0, and 0 � m � n, where

λn,m = νn−m,m + 1

2
m [(m − 2) b1 + d1],

if and only if

(a) 
2 = 0,
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(b) 
1 = 0 or 2 c2 − b1 = 2 e1 + b1 − d1 = 0,
(c) and {qn(y)}n�0 satisfies

[(c2 
0 − b0 
1) y
2 + c0] q ′′

n (y) + [e1 
0 + (b0 − d0) 
1] y q ′
n(y) = μn qn(y),

with μn = −n [(n − 2) (b0 
1 − 1
2b1 
0) + d0 
1 − 1

2d1 
0].
(II) L [ Pn,m ] = λn,m Pn,m for n � 0, and 0 � m � n, where

λn,m = νn−m,m + m [(m − 2) b1 + a2 + d1],
if and only if

(d) 2 c2 
1 − b1 
1 − b0 
2 = (a1 − b0 − d0) 
2 + (2 e1 − 3 b1 + 2 a2 − d1) 
1 = 0,
(e) c2 − b1 = e1 − 2 b1 + 2 a2 − d1 = 0,
(f) for n � 0,

ηn ≡ −n [(n − 2) (b0 
2 − b1 
1) + a1 
2 − 2 a2 
1 − d1 
1 + d0 
2] = 0,

(g) and {qn(y)}n�0 satisfies

[(c2 
0 − b0 
1) y
2 + c0] q ′′

n (y) + [(e1 − b1) 
0 + (a1 − b0 − d0) 
1] y q ′
n(y) = μ̃n qn(y),

with μ̃n = −n [(n − 2) (b0 
1 − b1 
0) + a0 
2 + d0 
1 − (a2 + d1) 
0].
Proof Let t = y/ρ(x). For (I), we compute

L [Pn,m] =
[
a(x) (p(m)

n−m(x))′′ + [d(x) + 2m b̃(x)](p(m)
n−m(x))′

]
ρ(x)m qm(t)

+ x 
1

[
(2c2 − b1)t

2q ′′
m(y) + (2e1 + b1 − d1) tq

′
m(t)

]
p(m)
n−mρ(x)m−2

+
[
[(c2
0 − b0
1)t

2 + c0]q ′′
m(t) + [e1 
0 + (b0 − d0)
1]tq ′

m(t)
]
p(m)
n−mρ(x)m−2

+ [a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′
]
p(m)
n−m qm(t),

where we have used a(x) ρ′(x) = b̃(x) ρ(x). Moreover, since

a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′ = m [(m − 2) b1 + d1] ρ(x)m − μm ρ(x)m−2,

the result follows.
Similarly, for (II), we compute

L [Pn,m] =
[
a(x) (p(m)

n−m(x))′′ + [d(x) + 2m b̃(x)](p(m)
n−m(x))′

]
ρ(x)m qm(t)

+ x2
2
[
(c2 − b1) t

2q ′′
m(t) + (e1 − 2 b1 + 2 a2 − d1) t q

′
m(t)

]
p(m)
n−mρ(x)m−2

+ x
[
(2c2
1 − b1
1 − b0
2)t

2q ′′
m(y)

+ [(a1 − b0 − d0)
2 + (2e1 − 3b1 + 2a2 − d1)
1]tq ′
m(t)

]
p(m)
n−mρ(x)m−2

+
[
[(c2
0 − b0
1)t

2 + c0]q ′′
m(t)

+ [(e1 − b1)
0 + (a1 − b0 − d0)
1]tq ′
m(t)

]
p(m)
n−mρ(x)m−2

+ [a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′
]
p(m)
n−m qm(t),
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and since

a(x) (ρ(x)m)′′ + d(x) (ρ(x)m)′

= m [(m − 2) b1 + a2 + d1] ρ(x)m − (ηm x + μ̃m) ρ(x)m−2,

the second result follows. �


6 Examples

The objective of this section is to explore some illustrative examples. First, we consider a
partial differential equation whose polynomial solutions consist of monomials in two vari-
ables and we deduce their orthogonality with respect to a multivariate analogue of the Dirac
delta functional. In the next three examples, we discuss the Sobolev orthogonality of the clas-
sical polynomials on the unit ball, simplex and parabolic biangle in R

2, all three satisfying
partial differential equations belonging to the extended Lyskova class. Then, we consider an
example involving Pearson equations whose solution is a quasi-definite bivariate moment
functional obtained from a non-positive definite classical moment functional, namely, the
classical Bessel moment functional. In the last example, we discuss how our results can be
used to find a moment functional satisfying Pearson equations with slightly more general
polynomial coefficients in the sense that there is no associated differential operator in the
extended Lyskova class.

In the sequel, P(α,β)
n (x) denotes the univariate Jacobi polynomial of degree n. Its explicit

expression is (Szegő 1975)

P(α,β)
n (x) = 1

n!
n∑

j=0

(
n

j

)
( j + α + 1)n− j ( j + α + β + 1) j

(
x − 1

2

) j

,

where, as usual,

(ν)0 = 1, (ν)k = ν (ν + 1) · · · (ν + k − 1), k � 1,

denotes Pochhammer symbol.
As shown in Szegő (1975), the expression for P(α,β)

n (x) is valid for arbitrary complex
values of the parameters α and β. Nevertheless, a reduction of the degree of P(α,β)

n (x),
n � 1, occurs if and only if −(α + β + n) ∈ {1, 2, . . . , n}.

For arbitrary values of the parameters, the expression for P(α,β)
n (x) is a polynomial solution

of the second-order linear ordinary differential equation

(1 − x2) y′′ + [β − α − (α + β + 2) x] y′ = −n (n + α + β + 1) y.

It is important to note that if either α, β, or α+β +1 are negative integers, then the Jacobi
polynomials {P(α,β)

n (x)}n�0 can not be associated with a quasi-definite moment functional.

On the other hand, if −α, −β, −(α + β + 1) /∈ N, then {P(α,β)
n (x)}n�0 are associated with

a quasi-definite moment functional uα,β satisfying the Pearson equation

D
[
(1 − x2)uα,β

] = [β − α − (α + β + 2)x] uα,β .

Furthermore, for α, β > −1, uα,β is positive definite and has the integral representation

〈uα,β, p〉 =
∫ 1

−1
p(x) (1 − x)α(1 + x)β dx, ∀p ∈ �.
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6.1 Multivariate Dirac delta

Consider the second-order partial differential operator

L [ p ] ≡ x2 pxx + 2 x y pxy + y2 pyy + x px + y py .

For n � 0, define the column vector

Xn =
(
xn−k yk

)n
k=0

.

The PS {Xn}n�0 satisfies the differential equation L [Xn ] = �n Xn , n � 0, with �n =
n2 In+1.

We deduce from Theorem 3.3 (see also Remark 3.6) that if there is a bivariate moment
functional w satisfying the Pearson equations

∂x (x
2 w) + ∂y(x y w) = x w,

∂x (x y w) + ∂y(y
2 w) = y w,

then L satisfies

〈w,L [P] Q〉 = 〈w, P L [Q]〉, ∀P, Q ∈ �2.

FromProposition3.5,wehave that {Xn}n�0 satisfies theorthogonality condition 〈w,Xn X


m〉 =

0, n �= m. Observe that {Xn}n�0 can not be associated with a quasi-definite moment func-
tional.

We seek univariate linear functionals u(s) and v(t) such that, if possible, we can construct
w using (4.5). To this end, we rewrite the forgoing Pearson equations as

x2 ∂xw + x y ∂yw = −2 x w,

x y ∂xw + y2 ∂yw = −2 y w.

First, we look at Theorem 4.1 with a(x) = x2, b̃(x) = x , and d(x) = −2 x . A solution
of s2 ρ′(s) = s ρ(s) is ρ(s) = s. From this, we deduce that if u(s)

0 = ρ(s)u(s) satisfies

s2 Du(s)
0 = −s u(s)

0 ,

thenw satisfies x2 ∂xw+ x y ∂yw = −2 x w. A non-trivial solution to the univariate Pearson

equation above is u(s)
0 = δ(s),

〈
u(s)
0 , p(s)

〉
= p(0).

Furthermore, u(s) = δ(s) − δ′(s) satisfies u(s)
0 = ρ(s)u(s).

From Corollary 4.3 with u(s)
0 = δ(s), ρ(s) = s, b̃(x) = x , c(y) = y2, and e(y) = −2 y,

we have that if v(t) is an arbitrary linear functional, then w satisfies x y ∂x w + y2 ∂y w =
−2 y w.

Using u(s)
0 = ρ(s)u(s) and v(t) = δ(t), we obtain from (4.5) the linear functional w

defined by

〈w, P(x, y)〉 = 〈δ(s), 〈δ(t), P(s, t s)〉〉 .

Observe that for n � 0 and 0 � k � n,
〈
w, xn−k yk

〉
=
〈
δ(s),

〈
δ(t), sn tk

〉〉
= 〈δ(s), sn 〉

〈
δ(t), tk

〉
=
{
1, n = 0,
0, n �= 0.
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In this case, w is the multivariate Dirac linear functional centered at the origin.

6.2 Orthogonal polynomials on the unit ball

Consider the second-order partial differential operator

Lμ[ p ] ≡ (1 − x2) pxx − 2 x y pxy + (1 − y2) pyy − (2μ + 2) x px − (2μ + 2) y py,

where μ is a real number. We can use Theorem 5.3 (II) with a(x) = 1 − x2, b̃(x) = −x ,
c(y) = 1 − y2, d(x) = −(2μ + 2) x , and e(y) = −(2μ + 2) y to construct polynomial
solutions of the differential equation Lμ[p] = λn p.

First, a solution of (1 − x2) ρ′(x) = −x ρ(x) is ρ(x) = √
1 − x2. For m � 0, let

{p(m)
n (x)}n�0 be a univariate polynomial sequence satisfying

(1 − x2) (p(m)
n (x))′′ − (2μ + 2m + 2) x (p(m)

n (x))′

= −n (n + 2μ + 2m + 1) p(m)
n (x), (6.1)

and let {qn(y)}n�0 be a univariate polynomial sequence satisfying

(1 − y2) q ′′
n (y) − (2μ + 1) y q ′

n(y) = −n (n + 2μ) qn(y). (6.2)

Then, by Theorem 5.3 (II), the bivariate ball polynomials defined by

P(μ)
n,m(x, y) = p(m)

n−m(x) (1 − x2)m/2qm

(
y√

1 − x2

)
, n � 0, 0 � m � n,

satisfy Lμ[P(μ)
n,m] = λ

(μ)
n P(μ)

n,m with λ
(μ)
n = −n (n + 2μ + 1).

If we denote by Pn,μ, n � 0, the column vector of ball polynomials

Pn,μ = (P(μ)
n,0 (x, y), P(μ)

n,1 (x, y), . . . , P(μ)
n,n (x, y))
,

then we have Lμ[Pn,μ] = �
(μ)
n Pn,μ with �

(μ)
n = λ

(μ)
n In+1.

Now, we study the polynomial solutions according to the values of the parameter μ: for
μ > −1/2, which is the positive definite case, and, forμ = −1/2, which we call the singular
case. In both cases, we study the Sobolev orthogonality of the polynomial solutions.

6.2.1 Positive definite case

For μ > −1/2 and m, n � 0, the polynomials p(m)
n (x) = P(μ+m,μ+m)

n (x) and qn(y) =
P(μ−1/2,μ−1/2)
n (y) satisfy (6.1) and (6.2), respectively. Therefore, in this case, the ball poly-

nomials are given by

P(μ)
n,m(x, y) = P(μ+m,μ+m)

n (x) (1 − x2)m/2P(μ−1/2,μ−1/2)
n

(
y√

1 − x2

)
.

We deduce from Theorem 3.3 (and Remark 3.6) that if the bivariate moment functional
wμ satisfies the Pearson equations

∂x
(
(1 − x2)wμ

)− ∂y
(
x y wμ

) = −(2μ + 2) x wμ,

−∂x
(
x y wμ

)+ ∂y
(
(1 − y2)wμ

) = −(2μ + 2) y wμ,
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then Lμ satisfies
〈
wμ,Lμ[P] Q〉 = 〈

wμ, P Lμ[Q]〉 , ∀P, Q ∈ �2.

Sinceλ
(μ)
n �= λ

(μ)
m for n �= m,�(μ)

n and�
(μ)
m do not share eigenvalues. Then, fromProposition

3.5,we have that the PS {Pn,μ}n�0 satisfies the orthogonality condition 〈wμ,Pn,μ P


m,μ〉 = 0,

n �= m.
We turn our attention to the solution of the foregoing Pearson equations. In this regard,

we seek univariate moment functionals u(s) and v(t) such that, if possible, we can construct
wμ using (4.5). To this end, we rewrite the Pearson equations as

(1 − x2) ∂xwμ − x y ∂ywμ = (−2μ + 1) x wμ, (6.3)

−x y ∂xwμ + (1 − y2) ∂ywμ = (−2μ + 1) y wμ. (6.4)

First, we look at Theorem 4.1 with a(x) = 1 − x2, b̃(x) = −x , d̃(x) = (−2μ + 1) x ,
and ρ(s) = √

1 − s2. Therefore, if u(s)
0 = ρ(s)u(s) satisfies

(1 − s2) Du(s)
0 = −2μ s u(s)

0 ,

then wμ satisfies (6.3). From here, we deduce that u(s)
0 ≡ uμ,μ. Note that the univariate

moment functional u(s) ≡ uμ−1/2,μ−1/2 satisfies u
(s)
0 = ρ(s)u(s).

Second, from Corollary 4.4 with u(s)
0 ≡ uμ,μ, b̃(x) = −x , c(y) = 1 − y2, ẽ(y) =

(−2μ + 1) y, ρ(s) = √
1 − s2, and taking into account that v(t) satisfies

(1 − t2) D v(t) = (−2μ + 1) t v(t),

we get that wμ satisfies (6.4). We can choose v(t) ≡ u(t).

From (4.5) with u(s)
0 = ρ(s)u(s) and v(t) as above, we obtain the classical moment

functional wμ defined by

〈wμ, P〉 =
∫ 1

−1

∫ √
1−x2

−√
1−x2

P(x, y) (1 − x2 − y2)μ−1/2 dydx, ∀P ∈ �2.

Observe that wμ is defined on the unit ball B2 = {(x, y) ∈ R
2 : 0 � 1 − x2 − y2}. In fact,

for μ > −1/2, wμ is a positive definite moment functional and, thus,

〈wμ, P(μ)
n,m P(μ)

k, j 〉 = H (μ)
n,m δn,k δm, j ,

where H (μ)
n,m > 0 and δn,k denotes the usual Kronecker delta.

Moreover, note that u(s)
0 and v(t) satisfy the sufficient conditions of Theorem 4.7 with

α = μ − 1/2 and b(t) = 1 − t2. Indeed, it is well known that wμ also satisfies the diagonal
Pearson equations (Álvarez de Morales et al. 2009b; Lee 2000; Marcellán et al. 2018a, b)

(1 − x2 − y2) ∂xwμ = (−2μ + 1) x wμ,

(1 − x2 − y2) ∂ywμ = (−2μ + 1) y wμ.

The polynomials {P(μ)
n,m(x, y) : n � 0, 0 � m � n} defined above are Sobolev orthogonal

polynomials. Indeed, fix an integer N � 0. For 0 � j � i � N , the Pearson equations (3.3)
read

∂x

(
(1 − x2)u(i, j)

)
− ∂y

(
x y u(i, j)

)
= −[2 (μ + i) + 2] x u(i, j),

123



Sobolev orthogonality of polynomial solutions. . . Page 23 of 44    13 

−∂x

(
x y u(i, j)

)
+ ∂y

(
(1 − y2)u(i, j)

)
= −[2 (μ + i) + 2] y u(i, j).

Therefore, u(i, j) ≡ wμ+i and, by Theorem 3.3,Lμ is symmetric with respect to the Sobolev
bilinear form

(P, Q)μ =
N∑

i=0

〈
wμ+i ,

i∑

j=0

∂
i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q

〉
, ∀P, Q ∈ �2,

The Sobolev orthogonality of the ball polynomials with respect to (· , ·)μ follows from Propo-

sition 3.5 since λ
(μ)
n �= λ

(μ)
m for n �= m.

6.2.2 Singular case

For μ > −1/2, the polynomial solutions of Lμ[ p ] = λn p described in the previous
example, are orthogonal with respect to a positive definite moment functional defined on the
unit ball in R2.

However, for μk = −k − 1/2, k = 0, 1, 2, . . ., P(x, y)(1 − x2 − y2)μk−1/2 is no longer
integrable for all polynomials P ∈ �2, and, therefore, wμk is not guaranteed to be a quasi-
definite moment functional. Moreover, it was shown in Piñar and Xu (2009) thatLμk [ p ] =
λ

(μk )
n p with k � 1 is not guaranteed to have a complete PS solution.
For k = 0, however, L−1/2[ p ] = λ

(−1/2)
n p has a complete PS solution and Sobolev

orthogonality can be provided for these solutions.
Indeed, the ball polynomials {P(−1/2)

n,m (x, y) : n � 0, 0 � m � n} satisfy
L−1/2[P(−1/2)

n,m ] = −n2 P(−1/2)
n,m

if {p(m)
n (x)}n�0 is a univariate polynomial sequence satisfying

(1 − x2) (p(m)
n (x))′′ − (2m + 1) x (p(m)

n (x))′ = −n (n + 2m) p(m)
n (x),

and {qn(y)}n�0 is a univariate polynomial sequence satisfying

(1 − y2) q ′′
n (y) = −n (n − 1) qn(y).

Since p(m)
n (x) = P(m−1/2,m−1/2)

n (x), n,m � 0 and the second ordinary differential equation
is satisfied by the polynomials q0(y) = 1, q1(y) = y, and qn(y) = (1 − y2) P(1,1)

n−2 (y), for
n � 2 (see [Garcia-Ardila and Marriaga (2021),eq. (4.14)]), then for n � 2 and 2 � m � n,

P(−1/2)
0,0 (x, y) = P(−1/2,−1/2)

0 (x),

P(−1/2)
1,0 (x, y) = P(−1/2,−1/2)

1 (x), P(−1/2)
1,1 (x, y) = y P(1/2,1/2)

0 (x),

P(−1/2)
n,0 (x, y) = P(−1/2,−1/2)

n (x), P(−1/2)
n,1 (x, y) = y P(1/2,1/2)

n−1 (x),

P(−1/2)
n,m (x, y) = (1 − x2 − y2) P(m−1/2,m−1/2)

n−m (x) (1 − x2)
m−2
2 P(1,1)

m−2

(
y√

1 − x2

)
.

We note that the expression for P(−1/2)
n,m (x, y) with 2 � m � n can also be deduced from

Proposition 5.1 withL ≡ L−1/2, �(x, y) = 1− x2 − y2, andM ≡ L3/2. Indeed, since in
this case (5.1) and (5.2) read as

L−1/2[�] = −4�,
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and

(1 − x2) ∂x� − x y ∂y� = −2 x �,

−x y ∂x� + (1 − y2) ∂y� = −2 y �,

and since the ball polynomials {P(3/2)
n,m (x, y) : n � 0, 0 � m � n} satisfy

L3/2[P(3/2)
n,m ] = L−1/2[P(3/2)

n,m ] − 4 x ∂x P
(3/2)
n,m − 4 y ∂y P

(3/2)
n,m = −n (n + 4) P(3/2)

n,m ,

then, for 2 � m � n,

L−1/2[� P(3/2)
n−2,m−2] = [−4 − (n − 2) (n + 2)]� P(3/2)

n−2,m−2 = −n2 � P(3/2)
n−2,m−2.

Hence, for 2 � m � n, P(−1/2)
n,m (x, y) = (1 − x2 − y2) P(3/2)

n−2,m−2(x, y).
Now, we deduce the orthogonality for the foregoing ball polynomials. Fix an integer

N � 1. Then L−1/2 is symmetric with respect to the Sobolev bilinear form (3.1) if, for
0 � j � i � N , the moment functionals in the bilinear form satisfy the Pearson equations

∂x

(
(1 − x2)u(i, j)

)
− ∂y

(
x y u(i, j)

)
= −(1 + 2 i) x u(i, j),

−∂x

(
x y u(i, j)

)
+ ∂y

(
(1 − y2)u(i, j)

)
= −(1 + 2 i) y u(i, j).

For 1 � i � N and 0 � j � i , we have that u(i, j) ≡ wi−1/2 satisfies the Pearson equations.
Therefore,

〈u(i, j), P〉 = 〈wi−1/2, P〉

=
∫ 1

−1

∫ √
1−x2

−√
1−x2

P(x, y) (1 − x2 − y2)i−1 dxdy, ∀P ∈ �2.

For i = j = 0, we seek univariate moment functionals u(s) and v(t) such that, if possible,
we can construct u(0,0) using (4.5). From Theorem 4.1 and Corollary 4.4 with ρ(s) =√
1 − s2, we can deduce that u(0,0) can be constructed using (4.5) with univariate linear

functionals u(s)
0 and v(t) satisfying

(1 − s2) D u(s)
0 = s u(s)

0 ,

and

(1 − t2) D v(t) = 2 t v(t).

Then, u(s)
0 ≡ u−1/2,−1/2 and v(t) = δ(1 + t) + δ(1 − t). It follows that

〈u(0,0), P〉 =
∫ 2π

0
P(cos θ, sin θ) dθ.

Therefore, L−1/2 is symmetric with respect to the Sobolev bilinear form

(P, Q)−1/2 =
∫ 2π

0
P(cos θ, sin θ) Q(cos θ, sin θ) dθ

+
N∑

i=1

〈
wi−1/2,

i∑

j=0

∂
i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q

〉
, ∀P, Q ∈ �2.
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Since λ
(−1/2)
n �= λ

(−1/2)
m for n �= m, from Proposition 3.5 we deduce that the ball polynomials

with μ = −1/2 are Sobolev orthogonal with respect to (·, ·)−1/2.

Remark 6.1 As we mentioned above, for μk = −k − 1/2, k = 0, 1, 2, . . ., it was shown in
Piñar and Xu (2009) thatLμk [ p ] = λ

(μk )
n p with k � 1 is not guaranteed to have a complete

PS solution. Indeed, we encounter an issue if we try to construct such PS solutions. In this
case, (6.1) reads

(1 − x2) (p(m)
n (x))′′ − (2μk + 2m + 2) x (p(m)

n (x))′ = −n (n + 2μk + 2m + 1) p(m)
n (x).

Then, p(m)
n (x) = P(m−k−1/2,m−k−1/2)

n (x). However, a reduction of the degree of
P(m−k−1/2,m−k−1/2)
n (x), n � 1, occurs if and only if −(2m − 2 k − 1 + n) ∈ {1, 2, . . . , n}.

For instance, for k � 1,

P(μk )
2k,0 (x, y) = P(−k−1/2,−k−1/2)

2k (x),

is not a polynomial of degree 2k since −(−2k − 1 + 2k) = 1.

6.3 Orthogonal polynomials on the simplex

Consider the second-order linear partial differential operator

Lα,β,γ [ p ] ≡ (1 − x) x pxx − 2 x y pxy + (1 − y) y pyy

+ [α + 1 − (α + β + γ + 3) x] px + [β + 1 − (α + β + γ + 3) y] py .
From Theorem 5.2 with a(x) = (1 − x) x , b̃(x) = −x , c(y) = (1 − y) y, d(x) = α + 1 −
(α + β + γ + 3) x , and e(y) = β + 1 − (α + β + γ + 3) y, we can deduce the explicit
expression of polynomial solutions ofLα,β,γ [p] = λn p. To this end, let ρ(x) = 1− x . Note
that ρ(x) satisfies (1− x) x ρ′(x) = −x ρ(x). Then, if the univariate polynomial sequences
{p(m)

n (x)}n�0, m � 0, and {qn(y)}n�0 satisfy

(1 − x)x(p(m)
n (x))′′ + [α + 1 − (α + β + γ + 2m + 3) x](p(m)

n (x))′

= −n (n + α + β + γ + 2m + 2) p(m)
n (x),

(6.5)

and

(1 − y) y q ′′
n (y) + [β + 1 − (β + γ + 2) y] q ′

n(y) = −n (n + β + γ + 1) qn(y), (6.6)

respectively, we have that the simplex polynomials defined by

P(α,β,γ )
n,m (x, y) = p(m)

n−m(x) (1 − x)m qm

(
y

1 − x

)
, n � 0, 0 � m � n,

satisfy Lα,β,γ

[
P(α,β,γ )
n,m

]
= λ

(α,β,γ )
n P(α,β,γ )

n,m with λ
(α,β,γ )
n = −n (n + α + β + γ + 2).

If for n � 0, we denote by Pn,α,β,γ the column vector

Pn,α,β,γ = (P(α,β,γ )
n,0 (x, y), P(α,β,γ )

n,1 (x, y), . . . , P(α,β,γ )
n,n (x, y))
,

then the PS {Pn,α,β,γ }n�0 satisfies

Lα,β,γ

[
Pn,α,β,γ

] = �
(α,β,γ )
n Pn,α,β,γ ,

with �
(α,β,γ )
n = λ

(α,β,γ )
n In+1.

Now, we study the simplex polynomials and their orthogonality in terms of the parameter
γ . We consider the positive definite case when γ > −1, and the singular case when−γ ∈ N.
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6.3.1 Positive definite case

For α, β, γ > −1, we have that

p(m)
n (x) = P(β+γ+2m+1,α)

n (2x − 1), n,m � 0,

and

qn(y) = P(γ,β)
n (2y − 1), n � 0,

satisfy (6.5) and (6.6), respectively. Therefore, in this case, the simplex polynomials are given
by

P(α,β,γ )
n,m (x, y) = P(β+γ+2m+1,α)

n (2x − 1) (1 − x)m P(γ,β)
n

(
2y

1 − x
− 1

)
.

The orthogonality of the positive definite simplex polynomials can be deduced as follows.
By Theorem 3.3 (and Remark 3.6), we have that if the bivariate moment functional wα,β,γ

satisfies the Pearson equations

∂x ((1 − x)xwα,β,γ ) − ∂y(x y wα,β,γ ) = (α + 1 − (α + β + γ + 3) x) wα,β,γ ,

− ∂x (x y wα,β,γ ) + ∂y((1 − y) y wα,β,γ ) = (β + 1 − (α + β + γ + 3) y) wα,β,γ ,

then Lα,β,γ satisfies

〈wα,β,γ ,Lα,β,γ [ P ] Q〉 = 〈wα,β,γ , P Lα,β,γ [ Q ]〉, ∀P, Q ∈ �2.

Since λ
(α,β,γ )
n �= λ

(α,β,γ )
m for n �= m, �(α,β,γ )

n and �
(α,β,γ )
m do not share eigenvalues. Then,

from Proposition 3.5, we have that the PS {Pn,α,β,γ }n�0 satisfies the orthogonality condition
〈wα,β,γ ,Pn,α,β,γ P



m,α,β,γ 〉 = 0, n �= m.

In the same way as in the previous example, we seek univariate moment functionals u(s)

and v(t) such that, if possible, we can construct wα,β,γ using (4.5).
First, we rewrite the forgoing Pearson equations as

(1 − x) x ∂x wα,β,γ − x y ∂y wα,β,γ = [α − (α + β + γ ) x
]
wα,β,γ , (6.7)

−x y ∂x wα,β,γ + (1 − y) y ∂y wα,β,γ = [β − (α + β + γ ) y
]
wα,β,γ . (6.8)

From Theorem 4.1 with a(x) = (1 − x) x , b̃(x) = −x , d̃(x) = α − (α + β + γ ) x , and
ρ(s) = 1 − s, we get that if the univariate moment functional u(s)

0 = ρ(s)u(s) satisfies

(1 − s) s D u(s)
0 = [α − (α + β + γ + 1) s

]
u(s)
0

then, wα,β,γ satisfies (6.7). We can choose u(s)
0 to be the Jacobi linear functional on [0, 1]

defined by

〈
u(s)
0 , p(s)

〉
=
∫ 1

0
p(s) (1 − s)β+γ+1 sα ds.

Therefore, we let u(s) be the Jacobi linear functional on [0, 1]
〈
u(s), p(s)

〉
=
∫ 1

0
p(s) (1 − s)β+γ sα ds,

since it satisfies u(s)
0 = ρ(s)u(s).
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From Corollary 4.3 with u(s)
0 as above, ρ(s) = 1 − s, b̃(x) = −x , c(y) = (1 − y) y, and

ẽ(y) = β − (α + β + γ ) y, we have that if v(t) satisfies

(1 − t) t D v(t) = [
β − (β + γ ) t

]
v(t),

then wα,β,γ satisfies (6.8). Clearly, v(t) can be chosen to be the Jacobi moment functional on
[0, 1]

〈
v(t), q(t)

〉
=
∫ 1

0
q(t) (1 − t)γ tβ dt .

From (4.5) with u(s)
0 = ρ(s)u(s) and v(t) as above, we obtain the moment functional

wα,β,γ defined as

〈
wα,β,γ , P

〉 =
∫ 1

0

∫ 1−x

0
P(x, y) xα yβ (1 − x − y)γ dxdy, ∀P ∈ �2.

Observe that wα,β,γ is defined on the simplex T2 = {(x, y) ∈ R
2 : x � 0, y � 0, 1 − x −

y � 0}. In fact, for α, β, γ > −1, wα,β,γ is a positive definite moment functional and, thus,

〈wα,β,γ , P(α,β,γ )
n,m P(α,β,γ )

k, j 〉 = H (α,β,γ )
n,m δn,k δm, j ,

where H (α,β,γ )
n,m > 0.

Moreover, observe that u(s)
0 and v(t) satisfy the sufficient conditions of Theorem 4.6 with

c0 = 0, c1 �= 0, a(s) = s, b(t) = 1 − t , and c(t) = t . Indeed, wα,β,γ satisfies the diagonal
Pearson equations

x (1 − x − y) ∂x wα,β,γ = [α (1 − x − y) − γ x
]
wα,β,γ ,

y (1 − x − y) ∂y wα,β,γ = [β (1 − x − y) − γ y
]
wα,β,γ .

From Theorem 3.3, we deduce that {Pn,α,β,γ }n�0 is a Sobolev orthogonal PS. Indeed, fix
an integer N � 0. In this case, for 0 � j � i � N , the Pearson equations (3.3) read

∂x

(
(1 − x) x u(i, j)

)
− ∂y

(
x y u(i, j)

)
= (αi, j + 1 − [αi, j + β j + γi + 3] x )u(i, j),

−∂x

(
x y u(i, j)

)
+ ∂y

(
(1 − y) y u(i, j)

)
= (β j + 1 − [αi, j + β j + γi + 3] y )u(i, j),

where αi, j = α + i − j , β j = β + j , and γi = γ + i . Therefore, u(i, j) = wαi, j ,β j ,γi , and by
Theorem 3.3, Lα,β,γ is symmetric with respect to the Sobolev bilinear form

(P, Q)S =
N∑

i=0

i∑

j=0

〈
wαi, j ,β j ,γi , ∂

i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q
〉
, ∀P, Q ∈ �2.

The orthogonality of the simplex polynomials with respect to (· , ·)S follows from Proposi-
tion 3.5 since λ

(α,β,γ )
n �= λ

(α,β,γ )
m for n �= m.

6.3.2 Singular case

For α, β, γ > −1, the polynomial solutions ofLα,β,γ [ p ] = λ
(α,β,γ )
n p described above are

orthogonal with respect to a positive definite moment functional defined on the unit simplex
T2.
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However, for γ = −k, k ∈ N, P(x, y)xα yβ(1 − x − y)γ is no longer integrable for all
polynomials P ∈ �2, and, therefore, wα,β,−k is not guaranteed to be a quasi-definite linear
functional. In spite of this, Sobolev orthogonality can be provided for the simplex polynomials
satisfyingLα,β,−k[ P(α,β,−k)

n,m ] = λ
(α,β,−k)
n P(α,β,−k)

n,m withλ
(α,β,−k)
n = −n (n+α+β−k+2).

First, we construct such polynomial solutions.
For −α,−β,−(α + β + 1) /∈ N, we have that {p(m)

n (x)}n�0, m � 0, with p(m)
n (x) =

P(β+2m−k+1,α)
n (2 x − 1), and {qn(y)}n�0 with

qn(y) =
{
P(−k,β)
n (2y − 1), 0 � n � k − 1,

(1 − y)k P(k,β)
n−k (2y − 1), k � n,

satisfy (6.7) and (6.8) (see Garcia-Ardila and Marriaga (2021) and the references therein),
respectively. Then, in this case, the simplex polynomials are given by

P(α,β,−k)
n,m (x, y)

= P(β+2m−k+1,α)
n−m (2 x − 1) (1 − x)m P(−k,β)

m

(
2y

1 − x
− 1

)
, 0 � m � n � k − 1,

and for n � k,

P(α,β,−k)
n,m (x, y)

= P(β+2m−k+1,α)
n−m (2 x − 1) (1 − x)m P(−k,β)

m

(
2y

1 − x
− 1

)
, 0 � m � k − 1,

P(α,β,−k)
n,m (x, y)

= (1 − x − y)k P(β+2m−k+1,α)
n−m (2x − 1)(1 − x)m−k P(k,β)

m−k

(
2y

1 − x
− 1

)
, k � m � n.

The explicit expression of P(α,β,−k)
n,m (x, y), k � m � n, can also be deduced from Propo-

sition 5.1. Consider the polynomial �(x, y) = (1 − x − y)k , and note that it satisfies the
differential equation

Lα,β,−k[�] = −k (α + β + 2)�,

and the Pearson equations

(1 − x) x �x − x y �y = −k x �,

−x y �x + (1 − y) y �y = −k y �.

Since the simplex polynomials P(α,β,k)
n,m (x, y) satisfy

Lα,β,k[P(α,β,k)
n,m ] = Lα,β,−k[P(α,β,k)

n,m ] − 2 k x ∂x P
(α,β,k)
n,m − 2 k y ∂y P

(α,β,k)
n,m

= −n (n + α + β + k + 2) P(α,β,k)
n,m ,

we have that for k � m � n,

Lα,β,−k[� P(α,β,k)
n−k,m−k] = [−k (α + β + 2) − (n − k) (n + α + β + 2)]� P(α,β,k)

n−k,m−k

= −n (n + α + β − k + 2)� P(α,β,k)
n−k,m−k .

Hence, P(α,β,−k)
n,m (x, y) = (1 − x − y)k P(α,β,k)

n−k,m−k(x, y) for k � m � n.
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Now, we deduce the Sobolev orthogonality for the singular simplex polynomials. With
this in mind, we determine the moment functionals involved in (3.1) such that Lα,β,−k is
symmetric with respect to the Sobolev bilinear form.

Fix an integer N � k. FromTheorem 3.3, if themoment functionalu(i, j), 0 � j � i � N ,
satisfy the Pearson equations

(1 − x) x ∂xu(i, j) − x y ∂yu(i, j) = (αi, j − [αi, j + β j + i − k] x )u(i, j),

−x y ∂xu(i, j) + (1 − y) y ∂yu(i, j) = (β j − [αi, j + β j + i − k] y )u(i, j),

where αi, j = α + i − j , and β j = β + j , then Lα,β,−k is symmetric with respect to (3.1).
For k � j � i � N , we have u(i, j) = wαi, j ,β j ,i−k . Therefore

〈
wαi, j ,β j ,i−k, P

〉 =
∫ 1

0

∫ 1−x

0
P(x, y) xα+i− j yβ+ j (1 − x − y)i−k dxdy, ∀P ∈ �2.

On the other hand, for 0 � j � i � k − 1, we can use Theorem 4.1 and Corollary 4.3
with ρ(s) = 1 − s to deduce the moment functional u(i, j). In order to construct u(i, j) using
(4.5), we must find univariate functionals u(s)

0,i, j = ρ(s)u(s)
i, j and v(t)

i, j satisfying

(1 − s) s D u(s)
0,i, j = [αi, j − (αi, j + β j + i − k + 1) s

]
u(s)
0,i, j ,

and

(1 − t) t D v(t)
i, j = [β j − (β j + i − k) t] v(t)

i, j ,

respectively. Clearly,

〈
u(s)
0,i, j , p(s)

〉
=
∫ 1

0
p(s) (1 − s)β j+i−k+1 sαi, j ds,

and
〈
u(s)
i, j , p(s)

〉
=
∫ 1

0
p(s) (1 − s)β j+i−k sαi, j ds.

Notice that u(s)
i, j and u(s)

0,i, j are quasi-definite moment functionals, but a priori not positive
definite.

Moreover, v(t)
i, j satisfies

〈
v(t)
i, j , (1 + β j ) (1 − t)n+1 − (n + 1 + i − k) t (1 − t)n

〉
= 0, n � 0.

Hence, we deduce that

〈
v(t)
i, j , p

〉
= vi, j

k−1−i∑

ν=0

(−1)ν(1 + i − k)ν∏ν
m=1[1 + β j + m (m + i − k)] p(ν)(1),

where vi, j is a free parameter. It follows that, for 0 � j � i � k − 1,

〈u(i, j), P〉 =
k−1−i∑

ν=0

wi, j (ν)

∫ 1

0

[
∂ν
y P
]
(x, 1 − x) xαi, j (1 − x)β j+i−k+ν+1dx,

where

wi, j (ν) = (−1)ν (1 + i − k)ν vi, j∏ν
m=1[1 + β j + m (m + i − k)] .
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Thus, by Theorem 3.3, the differential operator Lα,β,−k is symmetric with respect to the
Sobolev bilinear form

(P, Q)α,β,−k

=
k−1∑

i=0

i∑

j=0

k−1−i∑

ν=0

wi, j (ν)

∫ 1

0

[
∂ν
y

(
∂
i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q
)]

(x, 1−x) xαi, j (1−x)β j+i−k+ν+1dx

+
N∑

i=k

i∑

j=0

〈
wαi, j ,β j ,i−k , ∂

i− j
x ∂

j
y P ∂

i− j
x ∂

j
y Q
〉
.

The orthogonality of the singular simplex polynomials {Pn,α,β,−k}n�0 with respect to

(· , ·)α,β,−k follows from Proposition 3.5 since λ
(α,β,−k)
n �= λ

(α,β,−k)
m for n �= m.

6.4 Moment functional on the biangle

Consider the second-order linear partial differential operator

Lα,β [ p ] ≡ (1 − x) x pxx + (1 − x) y pxy + 1

4
(1 − y2) pyy

+ [β + 3/2 − (α + β + 5/2) x] px − 1

2
(α + β + 2) y py .

Since ρ(x) = √
x is a solution of the differential equation (1 − x)xρ′(x) = 1

2 (1 − x)ρ(x),

from Theorem 5.3 (II) we deduce that if the families of polynomials {p(m)
n (x)}n�0, and

{qn(y)}n�0, satisfy the differential equations

(1 − x) x (p(m)
n (x))′′ + [β + m + 3/2 − (α + β + m + 5/2) x] (p(m)

n (x))′

= −n (n + α + β + m + 3/2) p(m)
n (x), (6.9)

and

(1 − y2) q ′′
n (y) − (2 β + 2) y q ′

n(y) = −n (n + 2 β + 1) qn(y), (6.10)

respectively, then the biangle polynomials defined as

P(α,β)
n,m (x, y) = p(m)

n−m(x)
(√

x
)m

qm

(
y√
x

)
, n � 0, 0 � m � n, (6.11)

satisfy Lα,β [P(α,β)
n,m ] = λ

(α,β)
n,m P(α,β)

n,m with

λ(α,β)
n,m = −(n − m) (n + α + β + 3/2) − 1

4
m (m + 2α + 2 β + 3).

If we denote by Pn,α,β , n � 0, the column vector

Pn,α,β = (P(α,β)
n,0 (x, y), P(α,β)

n,1 (x, y), . . . , P(α,β)
n,n (x, y))
,

then the PS {Pn,α,β}n�0 satisfies Lα,β,

[
Pn,α,β

] = �
(α,β)
n Pn,α,β , with

�(α,β)
n = diag[λ(α,β)

n,0 , λ
(α,β)
n,1 , . . . , λ(α,β)

n,n ].
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In contrast to the previous cases, λ(α,β)
n+1,m+2 = λ

(α,β)
n,m for 0 � m � n − 1. Then �

(α,β)
n+1 and

�
(α,β)
n share eigenvalues for n � 1. Therefore, the orthogonality cannot be deduced from

Proposition 3.5.
As in the preceding examples, we will study the biangle polynomials in terms of the value

of a parameter. Here, we will consider the parameter β in two cases: first the positive definite
case, that is, when β > −1, and then when −β ∈ N, which we call the singular case.

6.4.1 Positive definite case

For α, β > −1, the univariate polynomial sequences {p(m)
n (x)}n�0, and {q(m)

n (x)}n�0 with

p(m)
n (x) = P(α,β+m+1/2)

n (2x − 1), m, n � 0,

and

qn(y) = P(β,β)
n (y), n � 0,

satisfy (6.9) and (6.10), respectively. Therefore, in this case, the biangle polynomials are
given by

P(α,β)
n,m (x, y) = P(α,β+m+1/2)

n−m (2x − 1) (
√
x)m P(β,β)

m

(
y√
x

)
.

Recall that the orthogonality of the biangle polynomials cannot be deduced from Propo-
sition 3.5. However, studying the symmetry ofLα,β with respect to a bilinear form provides
information about the orthogonality.

Let wα,β the a moment functional satisfying the Pearson equations

(1 − x) x ∂xwα,β + 1

2
(1 − x) y ∂ywα,β = [β − (α + β) x]wα,β, (6.12)

1

2
(1 − x) y ∂xwα,β + 1

4
(1 − y2) ∂ywα,β = −1

2
(α + β) y wα,β . (6.13)

Then, by Theorem 3.3 (and Remark 3.6), we have that the following symmetry condition
holds,

〈wα,β,Lα,β [P] Q〉 = 〈wα,β, P Lα,β [Q]〉, ∀P, Q ∈ �2.

The expression of the moment functional wα,β satisfying (6.12) and (6.13) constructed

with (4.5) using univariate moment functionals u(s)
0 and v(t) can be deduced from Theorem

4.1 and Corollary 4.3 with a(x) = (1 − x) x , b̃(x) = 1
2 (1 − x), c(y) = 1

4 (1 − y2), d̃(x) =
β − (α + β) x , ẽ(y) = − 1

2 (α + β) y, and ρ(x) = √
x as follows.

First, if the moment functional u(s)
0 satisfies the Pearson equation

(1 − s) s Du(s)
0 =

[
β + 1

2
−
(

α + β + 1

2

)
s

]
u(s)
0 ,

then, by Theorem 4.1, wα,β satisfies (6.12). Clearly, u(s)
0 is the Jacobi linear functional on

[0, 1] defined as
〈
u(s)
0 , p(s)

〉
=
∫ 1

0
p(s) (1 − s)α sβ+1/2 ds,
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and the moment functional u(s) defined as
〈
u(s), p(s)

〉
=
∫ 1

0
p(s) (1 − s)α sβ ds,

satisfies u(s)
0 = ρ(s)u(s). Additionally, if the moment functional v(t) satisfies the Pearson

equation
(
1 − t2

)
D v(t) = −2 β t v(t),

then wα,β,γ satisfies (6.13). We can take v(t) to be the Jacobi moment functional uβ,β . Thus,
from (4.5) we get

〈
wα,β, P(x, y)

〉 =
∫ 1

0

∫ √
x

−√
x
P(x, y) (1 − x)α (x − y2)β dxdy.

Notice that wα,β is defined on the parabolic biangle defined as

� = {(x, y) ∈ R
2 : y2 � x � 1}.

Observe that, for m � 0, the Jacobi polynomials p(m)
n = P(α,β+m+1/2)

n (2x − 1), n � 0,
are orthogonal with respect to moment functional u(s)

m = ρ(s)2m+1u(s), and the Jacobi
polynomials qn(y) = P(β,β)

n (y), n � 0, are orthogonal with respect to v(t). Hence, the
biangle polynomials {Pn,α,β}n�0 are mutually orthogonal with respect to wα,β (see Sect.
4.1). In fact, for α, β > −1, wα,β is a positive definite moment functional and, thus,

〈wα,β, P(α,β)
n,m P(α,β)

k, j 〉 = H (α,β)
n,m δn,k δm, j ,

with H (α,β)
n,m > 0.

Now we turn our attention to the Sobolev orthogonality of the foregoing biangle polyno-
mials. Fix some integer N � 0. First, note that the differential equation Lα,β [p] = λ

(α,β)
n,m p

belongs to the extended Lyskova class. Moreover, the polynomial g(x, y) = x − y2 satisfies
the equations

(1 − x) x gx + 1

2
(1 − x) y gy = (1 − x) g,

1

2
(1 − x) y gx + 1

4
(1 − y2) gy = − 1

2 y g,

and the system of equations

(1 − x) x fx + 1

2
(1 − x) y fy = (1 − 2 x) f ,

1

2
(1 − x) y fx + 1

4
(1 − y2) fy = −y f ,

has only the trivial solution in �2. Therefore, by Corollary 2.8, the biangle polynomials are
Sobolev orthogonal with respect to the bilinear form

(P, Q)α,β =
N∑

i=0

〈
wα,β+i , ∂

i
y P ∂ iy Q

〉
, ∀P, Q ∈ �2,

where, obviously, wα,β+i = (x − y2)i wα,β , 0 � i � N . Furthermore, these moment
functionals satisfy the Pearson equations

∂x ((1 − x) x wα,β j ) + 1

2
∂y((1 − x) y wα,β j ) = (β j + 3/2 − (α + β j + 5/2) x

)
wα,β j ,
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1

2
∂x ((1 − x) y wα,β j ) + 1

4
∂y((1 − y)2 wα,β j ) = −1

2
(α + β j + 2) y wα,β j ,

where β j = β + j . Therefore, by Theorem 3.3, we have thatLα,β is symmetric with respect
to (·, ·)α,β .

6.4.2 Singular case

For α, β > −1, the polynomial solutions of Lα,β [ p ] = λ
(α,β)
n,m p described in the previous

example, are orthogonal with respect to a linear functional defined on the biangle �.
However, forβ = −1, P(x, y)(1−x)α(x−y2)β is no longer integrable for all polynomials

P ∈ �2, and, therefore, wα,−1 is not guaranteed to be a quasi-definite linear functional.
With this in mind, Sobolev orthogonality can be provided for the polynomial solutions of
Lα,−1[ p ] = λ

(α,−1)
n,m p. First, we construct such polynomial solutions.

It follows from Theorem 5.3 (II) that the biangle polynomials defined in (6.11) satisfy the
differential equation with

λ(α,−1)
n,m = −(n − m) (n + α + 1/2) − 1

4
m (m + 2α + 1),

if {p(m)
n (x)}n�0 is a univariate polynomial sequence satisfying

(1 − x) x (p(m)
n (x))′′ + [m + 1/2 − (α + m + 3/2) x] (p(m)

n (x))′

= −n (n + α + m + 1/2) p(m)
n (x),

and {qn(y)}n�0 is a univariate polynomial sequence satisfying

(1 − y2) q ′′
n (y) = −n (n − 1) qn(y).

Clearly, for n,m � 0, p(m)
n (x) = P(α,m−1/2)

n (2x − 1). Moreover, the second ordinary
differential equation is satisfied by (see Proposition 3 in Garcia-Ardila and Marriaga (2021))
q0(y) = 1, q1(y) = y, and qn(y) = (1 − y2) P(1,1)

n−2 (y), n � 2.
Thus, the singular biangle polynomials are given by

P(α,−1)
0,0 (x, y) = P(α,−1/2)

0 (2x − 1),

P(α,−1)
1,0 (x, y) = P(α,−1/2)

1 (2x − 1), P(α,−1)
1,1 (x, y) = y,

P(α,−1)
n,0 (x, y) = P(α,−1/2)

n (2x − 1), P(α,−1)
n,1 (x, y) = y P(α,1/2)

n−1 (2x − 1),

P(α,−1)
n,m (x, y) = (x − y2) P(α,m−1/2)

n−m (2x − 1) (
√
x)m−2 P(1,1)

m−2

(
y√
x

)
, 2 � m � n.

The explicit expression of P(α,−1)
n,m (x, y), 2 � m � n, can also be deduced from Proposi-

tion 5.1. Consider the polynomial �(x, y) = x − y2, and note that it satisfies the differential
equation

Lα,−1[�] = −(α + 3/2)�,

and the Pearson equations

(1 − x) x �x + 1

2
(1 − x) y �y = (1 − x)�,

1

2
(1 − x) y �x + 1

4
(1 − y2)�y = −1

2
y �.
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Since the biangle polynomials P(α,1)
n,m (x, y) satisfy

Lα,1[P(α,1)
n,m ] = Lα,−1[P(α,1)

n,m ] + 2 (1 − x) ∂x P
(α,1)
n,m − y ∂y P

(α,1)
n,m

= [−(n − m) (n + α + 5/2) − 1

4
m (m + 2α + 5)] P(α,1)

n,m ,

we have that for 2 � m � n,

Lα,β,−1[� P(α,1)
n−2,m−2]

= [−(α + 3/2) − (n − m) (n + α + 1/2) − 1

4
(m − 2) (m + 2α + 3)]� P(α,1)

n−2,m−2

= [−(n − m) (n + α + 1/2) − 1

4
m (m + 2α + 1)]� P(α,1)

n−2,m−2.

Hence, P(α,−1)
n,m (x, y) = (x − y2) P(α,1)

n−2,m−2(x, y) for 2 � m � n.
As in the positive definite case, the orthogonality of the biangle polynomials in the singular

case cannot be deduced fromProposition 3.5. However, studying the symmetry ofLα,−1 with
respect to a Sobolev bilinear form provides important information about the orthogonality.

Fix an integer N � 1. From Theorem 3.3, we have that if the bivariate linear functionals
u( j, j), 0 � j � N , satisfy the Pearson equations

(1 − x) x ∂xu( j, j) + 1

2
(1 − x) y ∂yu( j, j) = [ j − 1 − (α + j − 1)x]u( j, j), (6.14)

1

2
(1 − x) y ∂xu( j, j) + 1

4
(1 − y2) ∂yu( j, j) = −1

2
(α + j − 1) y u( j, j), (6.15)

then Lα,−1 is symmetric with respect to the bilinear form

(P, Q)α,−1 =
N∑

j=0

〈
u( j, j), ∂

j
y P ∂

j
y Q
〉
, ∀P, Q ∈ �2.

Observe that for 1 � j � N , u( j, j) = wα, j−1. It remains to find the moment functional
u(0,0).

The expression of the moment functional u(0,0) can be deduced from Theorem 4.1 and
Corollary 4.3 with a(x) = (1 − x) x , b̃(x) = 1

2 (1 − x), c(y) = 1
4 (1 − y2), d̃(x) =

−1 − (α − 1) x , ẽ(y) = − 1
2 (α − 1) y, and ρ(x) = √

x . We will find univariate moment

functionals u(s)
0 and v(t) such that u(0,0) can be constructed using (4.5).

On one hand, from Theorem 4.1, we have that if u(s)
0 satisfies

(1 − s) s D u(s)
0 = [−1/2 − (α − 1/2) s] u(s)

0 ,

then u(0,0) satisfies (6.14) with j = 0. Hence, u(s)
0 is the Jacobi moment functional on [0, 1]

defined as

〈
u(s)
0 , p(s)

〉
=
∫ 1

0
p(s) (1 − s)α s−1/2 ds.

On the other hand, from Corollary 4.4 with u(s)
0 as above, we have that if v(t) satisfies

(1 − t2) D v(t) = 2 t v(t),
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then u(0,0) satisfies (6.15) with j = 0. Hence, v(t) = δ(1 − t) + δ(1 + t). Using (4.5), we
get

〈u(0,0), P〉 =
∫ 1

−1
P(y2, y) (1 − y2)α dy.

It follows that

(P, Q)α,−1 =
∫ 1

−1
P(y2, y) Q(y2, y) (1 − y2)α dy

+
N∑

j=1

∫ 1

0

∫ √
x

−√
x
∂
j
y P(x, y) ∂

j
y Q(x, y) (1 − x)α(x − y2) j−1 dydx .

Using the well-known properties of the Jacobi polynomials, we get that the biangle poly-
nomials satisfy ∂y P

(α,−1)
n,0 (x, y) = 0 for n � 0, ∂y P

(α,−1)
n,1 (x, y) = P(α,0)

n−1,0(x, y) for n � 1,
and

∂
j
y P

(α,−1)
n,m (x, y) = − (m − 1) j

2 j−2 P(α, j−1)
n− j,m− j (x, y), n � 2, 2 � m � n, 1 � j � m.

Using this fact and a direct computation, we have the following result on the orthogonality
of the singular biangle polynomials.

Proposition 6.2 The biangle polynomials {P(α,−1)
n,m (x, y) : n � 0, 0 � m � n} are Sobolev

orthogonal with respect to (·, ·)α,−1. Moreover,

(P(α,−1)
n,m , P(α,−1)

k, j )α,−1 = H̃ (α,−1)
n,m δn,k δm, j ,

where H̃ (α,−1)
n,m > 0.

Remark 6.3 Here we justify our study of the singular case with β = −1 instead of taking
β = −k for any integer k � 1. Observe that for β = −k with k � 2, (6.9) and (6.10) read

(1 − x) x (p(m)
n (x))′′ + [m − k + 3/2 − (α + m − k + 5/2) x] (p(m)

n (x))′

= −n (n + α + m − k + 3/2) p(m)
n (x),

and

(1 − y2) q ′′
n (y) − (2 − 2 k) y q ′

n(y) = −n (n − 2 k + 1) qn(y),

respectively. Then,

p(m)
n (x) = P(α,m−k+1/2)

n (2x − 1), m, n � 0,

and (Section 4.2.5 of Garcia-Ardila and Marriaga (2021))

qn(y) =

⎧
⎪⎨

⎪⎩

P(−k,−k)
n (y), 0 � n � k − 1,

(1 + y)k P(−k,k)
n−k (y), k � n � 2 k − 1,

(1 − y2)k P(k,k)
n−2 (y), 2 k � n.

However, for n � 2k and k � m � 2k − 1,

P(α,−k)
n,m (x, y) = (

√
x + y)k P(α,m−k+1/2)

n (2x − 1) (
√
x)m−k P(−k,k)

m−k

(
y√
x

)
,
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is not a polynomial. Hence, we restrict our study of the singular case for β = −1 since, in
this case, q0(y) = 1, q1(y) = y, qn(y) = (1 − y2) P(1,1)

n−2 (y), n � 2, and, consequently, we

have that P(α,−1)
n,m are polynomials for n � 0 and 0 � m � n.

6.5 Bessel–Laguerre moment functional

In this example, we apply our results concerning solutions of Pearson equations to a non-
positive definite case studied in Kwon et al. (2001) (see also Marriaga et al. (2017)).

Consider the second-order linear partial differential operator

L [p] ≡ x2 pxx + 2x y pxy + (y − 1) y pyy + g (x − 1) px + g (y − γ ) py .

From Theorem 5.2 with a(x) = x2, b̃(x) = x , c(y) = (y − 1) y, d(x) = g (x − 1),
e(y) = g (y − γ ), and ρ(x) = x/g satisfying x2 ρ′(x) = x ρ(x), we deduce that the
polynomials defined as

Pn,m(x, y) = p(m)
n−m(x)

(
x

g

)m

qm
(g y

x

)
, n � 0, 0 � m � n,

satisfy L [Pn,m] = λn Pn,m with λn = n + g − 1, if {p(m)
n (x)}n�0 and {qn(y)}n�0 satisfy

x2 (p(m)
n (x))′′ + [(g + 2m) x − g] (p(m)

n (x))′ = n (n − 1 + g + 2m) p(m)
n (x),

and

x q ′′
n (y) + (g γ − y) q ′

n(y) = −n qn(y),

respectively. Then p(m)
n (x) = B(g+2m,−g)

n (x) are classical Bessel polynomials (Krall and
Frink 1949) and qn(y) = L(g γ−1)(y) are Laguerre polynomials. Therefore, for g + n �= 0
and g γ + n �= 0, n � 0,

Pn,m(x, y) = B(g+2m,−g)
n−m (x)

(
x

g

)m

L(g γ−1)
m

(g y

x

)
, n � 0, 0 � m � n.

Letw be a bivariatemoment functional. By Theorem 3.3 (andRemark 3.6), the differential
operator L satisfies

〈w,L [P] Q〉 = 〈w, P L [Q]〉, ∀P, Q ∈ �2,

if w satisfies by the Pearson equations

x2 ∂x w + x y ∂y w = [(g − 3) x − g]w,

x y ∂x w + (y2 − y) ∂y w = [(g − 3) y − (g γ − 1)]w.

We seek univariate moment functionals u(s) and v(t) such that w can be constructed, if
possible, using (4.5) with u(s) and v(t).

First, we deal with u(s)
0 . Hence, we look at Theorem 4.1 with a(x) = x2, b̃(x) = x ,

d̃(x) = (g − 3) x − g, and ρ(s) = s/g. If u(s)
0 satisfies the Pearson equation

s2 D u(s)
0 = [(g − 2) s − g] u(s)

0 ,

then, from Theorem 4.1, we deduce that w satisfies

x2 ∂x w + x y ∂y w = [(g − 3) x − g]w.
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Then, u(s)
0 is the Bessel linear functional on the unit circle defined by

〈
u(s)
0 , p(s)

〉
= 1

2π i

∫

c
p(s) sg−2 eg/sds,

where c is the unit circle oriented in the counter-clockwise direction. The Bessel linear
functional

〈
u(s), p(s)

〉
= g

2π i

∫

c
p(s) sg−3 eg/sds,

satisfies u(s)
0 = ρ(s)u(s).

From Corollary 4.3 with u(s)
0 as above, ρ(s) = s/g, b̃(x) = x , c(y) = y2 − y, and

ẽ(y) = (g − 3) y − (g γ − 1), we have that if v(t) satisfies

t D v(t) = [
(g γ − 1) − t

]
v(t),

then w satisfies x y ∂x w + (y2 − y) ∂y w = [(g − 3) y − (g γ − 1)]w. Observe that v(t) is
the Laguerre linear functional

〈
v(t), q(t)

〉
=
∫ ∞

0
q(t) t g γ−1 e−t dt .

The orthogonality of the Bessel–Laguerre polynomials with respect tow follows from Propo-
sition 3.5 since λn �= λm for n �= m.

6.6 Laguerre–Jacobi moment functional

In Fernández et al. (2012), some new examples of bivariate quasi-definite moment func-
tionals constructed with (4.5) were introduced, and the Pearson equations satisfied by these
moment functionals were studied in Marcellán et al. (2018a). The orthogonal polynomials
associated with these moment functionals satisfy second-order differential equations not in
the extended Lyskova class. Here, we use our results to construct solutions of the associated
Pearson equations by solving auxiliary Pearson equations with the same moment functionals
as solutions.

Consider the bivariate moment functional w satisfying the following Pearson equations:

x ∂x w + x ∂y w = (α − β − x)w,

x ∂x w + (x2 − y2 + x) ∂y w = [−β (x + y) + (α − β − x)] w.

The Laguerre–Jacobi polynomials (Fernández et al. 2012; Marcellán et al. 2018a) defined
as

Pn,m(x, y) = L(α+2m−1)
n−m (x) xm P(0,β)

m

( y
x

)
, n � 0, 0 � m � n,

are mutually orthogonal with respect to w, and satisfy the differential equation

L [Pn,m] = λn,m Pn,m + λn,m−1Pn,m−1 + λn,m−2Pn,m−2,

where

L [p] ≡ x px x + 2x pxy + (x2 − y2 + x) pyy

+ (1 + α − β − x)px + [α − β + 1 − (1 + β)x − (2 + β)y]py,
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and

λn,m = −n − m (m + β),

λn,m−1 = −(m − 1) (β + 1),

λn,m−2 = m (m − 1).

We seek univariate moment functionals u(s) and v(t) such that w can be constructed, if
possible, using (4.5) with u(s) and v(t).
To use our results, we consider the following system of equations

x ∂x w + y ∂y w = (α − x)w,

(x − y) ∂y w = −β w.

Observe that x ∂x w + x ∂y w = (α − β − x)w is obtained by adding the two equations,
and we obtain x ∂x w+ (x2 − y2 + x) ∂y w = [−β (x + y) + (α − β − x)] w by adding the
first equation to (x + y + 1) times the second. Therefore, if w satisfies the second system of
equations, then it also satisfies the first system.

First, we deal with u(s)
0 . Hence, we use Theorem 4.1 with a(x) = x , b̃(x) = 1, and

d̃(x) = α − x . A solution of s ρ′(s) = ρ(s) is ρ(s) = s. Since the Laguerre moment
functional on [0,+∞) defined by

〈
u(s)
0 , p(s)

〉
=
∫ +∞

0
p(s) sα+1 e−s ds,

satisfies the Pearson equation

s D u(s)
0 = (α + 1 − s) u(s)

0 ,

then, from Theorem 4.1, we deduce that w satisfies x ∂x w + y ∂y w = (α − x)w. On the

other hand, from Theorem 4.6 with u(s)
0 as above, ρ(s) = s, b̃(t) = 1 − t , c(y) = 1, and

ẽ(y) = −β, we have that if v(t) satisfies

(1 − t) D v(t) = −β v(t),

then w satisfies (x − y) ∂y w = −β w. Observe that v(t) is the Jacobi linear functional on
[−1, 1]

〈
v(t), q(t)

〉
=
∫ 1

−1
q(t) (1 − t)β dt .

From (4.5) with u(s)
0 = ρ(s)u(s) and v(t) as above, we obtain the linear functional w

defined by

〈w, P(x, y)〉 =
∫ ∫

�

P(x, y) xα−β (x − y)β e−x dydx,

where � = {(x, y) ∈ R
2 : −x � y � y, x � 0}.
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Appendix A

A.1 Proof of Lemma 3.2

Let u be a bivariate moment functional and let P ∈ �2.
For i = j = 0, we have

L [P]u = [a Pxx + 2b Pxy + c Pyy + d Px + e Py]u,

and

L ∗[P u] = (a P u)xx + 2(b P u)xy + (c P u)yy − (d P u)x − (e P u)y .

Using the product rule and then simplifying, we get

L [P]u − L ∗[Pu] = − P
(
L (0,0)

)∗ [u] − 2Px M(0,0)
1 [u] − 2Py M(0,0)

2 [u]. (A.1)

Note that L (0,0) ≡ L .
Now, let i + j � 1. On one hand, using Leibniz rule and the fact thatL is in the extended

Lyskova class, we can expand ∂ ix∂
j
yL [P]. We get

∂ ix∂
j
y

(
∂ ix∂

j
yL [P]u

)

= ∂ ix∂
j
y

[(
L [∂ ix∂ j

y P] + i ax ∂ i+1
x ∂

j
y P + 2 i bx ∂ ix∂

j+1
y P + 2 j by ∂ i+1

x ∂
j
y P

+ j cy∂
i
x∂

j+1
y P + i(i − 1)

2
axx∂

i
x∂

j
y P + 2i jbxy∂

i
x∂

j
y P + j( j − 1)

2
cyy∂

i
x∂

j
y P

+ i dx ∂ ix∂
j
y P + j ey ∂ ix∂

j
y P

)
u
]
.

On the other hand,

L ∗[∂ ix∂
j
y (∂

i
x∂

j
y P u)

]

=
[
a ∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

xx
+ 2
[
b ∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

xy
+
[
c ∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

yy

−
[
d ∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

x
−
[
e ∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

y

= ∂ ix∂
j
y

[
L ∗[∂ ix∂ j

y P u] + i dx∂
i
x∂

j
y P u + j ey∂

i
x∂

j
y P u + i(i − 1)

2
axx∂

i
x∂

j
y P u

+ 2i j bxy∂
i
x∂

j
y P u + j( j − 1)

2
cyy∂

i
x∂

j
y P u − i∂x

(
ax∂

i
x∂

j
y P u

)

− 2i∂y
(
bx∂

i
x∂

j
y P u

)
− 2 j∂x

(
by∂

i
x∂

j
y P u

)
− j∂y

(
cy∂

i
x∂

j
y P u

) ]
.
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Then, using (A.1), we get

∂ ix∂
j
y

(
∂ ix∂

j
yL [P]u

)
− L ∗[∂ ix∂

j
y (∂

i
x∂

j
y P u)

]

= −∂ ix∂
j
y

[
∂ ix∂

j
y P
(
[(a u)x + (b u)y − (d + i ax + 2 j by)u]x

+ [(b u)x + (c u)y − (e + 2i bx + j cy)u]y
)

+ 2 ∂ i+1
x ∂

j
y P [(a u)x + (b u)y − (d + i ax + 2 j by)u]

+ 2 ∂ ix∂
j+1
y P [(b u)x + (c u)y − (e + 2i bx + j cy)u]

]
.

Remark A.1 Observe that (A.1) is satisfied even whenL is not in the extended Lyskova class.

A.2 Proof of Corollary 4.3

From Proposition 4.2 with ρ(s) = r0 + r1 s, we have for all P ∈ �2,

〈−y b̃(x) ∂x w − c(y) ∂y w + ẽ(y)w, P
〉+ (r1 − r1)

〈
d̃(s)u(s)

0 ,
〈
t v(t), P

〉〉

= r1
〈
−a(s) D u(s)

0 + (̃b(s) + d̃(s)
)
u(s)
0 ,
〈
t v(t), P

〉〉

+ r1
〈
(e1 − d1) s u

(s)
0 ,
〈
t v(t), P

〉〉

+
〈
u(s)
0 ,
〈
v(t), (c2 − b1) r1 s ∂t

(
t2 P

)〉〉

+
〈
u(s)
0 ,
〈
v(t), (c2 r0 − b0 r1)∂t

(
t2P

)+ c1∂t (t P) + [e0 + (e1 r0 − d0 r1) t] P
〉〉

+
〈
u(s)
0 ,

〈
v(t), c0

1

ρ(s)
∂t P

〉〉
.

Using conditions (a) and (b), we obtain
〈−y b̃(x) ∂x w − c(y) ∂y w + ẽ(y)w, P

〉

=
〈
u(s)
0 ,
〈
v(t), (c2 r0 − b0 r1)∂t

(
t2P

)+ c1∂t (t P) + [e0 + (e1 r0 − d0 r1) t] P
〉〉

,

=
〈
u(s)
0 ,
〈
− [(b1 r0 − r1 b0) t

2 + c1 t
]
D v(t) + [e0 + (e1 r0 − d0 r1) t] v(t), P

〉〉
,

and from condition (c) we get
〈−y b̃(x) ∂x w − c(y) ∂y w + ẽ(y)w, P

〉 = 0, and the
promised result follows.

A.3 Proof of Corollary 4.4

From Proposition 4.2 with ρ(s) = √

0 + 2 
1 s + 
2 s2, we get

〈−y b̃(x) ∂x w − c(y) ∂y w + ẽ(y)w, P
〉

=
〈
−a(s) D u(s)

0 + (̃b(s) + d̃(s)
)
u(s)
0 ,
〈
t v(t), ρ′(s) P

〉〉

+
〈
u(s)
0 ,

〈
−(c2 − b1) 
2 t

2 D v(t) + 
2 (e1 − d1) t v(t),
s2

ρ(s)
P

〉〉
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−
〈
u(s)
0 ,

〈
[(2 c2 − b1) 
1 − b0 
2] t

2 D v(t) + (2e1
1 − d1
1 − d0
2) t v(t),
s

ρ(s)
P

〉〉

+
〈
u(s)
0 ,

〈
− [(c2 
0 − b0 
1) t

2 + c0
]
D v(t) + (e1 
0 − d0 
1) t v(t),

1

ρ(s)
P

〉〉
.

The result follows from the conditions (a)–(d).

A.4 Proof of Theorem 4.6

We begin with (4.8). Using (4.7), we have
〈
w, ∂y

(
c(y)ρ(x)b

(
y

ρ(x)

)
P

)
+γ c′(y)ρ(x)b

(
y

ρ(x)

)
P+βc(y)∂y

(
ρ(x)b

(
y

ρ(x)

))
P

〉

= c1
〈
ρ(s)u(s)

0 ,
〈
v(t), ∂t (t b(t) P) + [γ b(t) + β t b′(t)

]
P
〉〉

+ c0
〈
u(s)
0 ,
〈
v(t), ∂t (b(t) P) + β b′(t) P

〉〉
.

If either one of the two cases in the statement of the theorem holds, then we obtain that w
satisfies the Pearson equation (4.8).

Using (4.9) and (4.7), we compute as follows.
〈
w, ∂x

(
a(x) ρ(x) b

(
y

ρ(x)

)
P

)
+ α a′(x) ρ(x) b

(
y

ρ(x)

)
P + β a(x) b0 ρ′(x) P

〉

=
〈
u(s)
0 ,
〈
b(t) v(t), ∂s (a(s) ρ(s) P) + α a′(s) ρ(s) P

〉〉

+
〈
u(s)
0 ,
〈
v(t), β b0 ρ′(s) a(s) P − ρ′(s) a(s) t b′(t) P

〉〉

+
〈
u(s)
0 ,
〈
D
[
t b(t) v(t)

]
, ρ′(s) a(s) P

〉〉
. (A.2)

Now, we consider each of the conditions in the statement of the theorem. Suppose that (i)
holds and that u(s)

0 satisfies

a(s) ρ(s) Du(s)
0 = [α a′(s) ρ(s) + (1 + γ + β) ρ′(s) a(s)

]
u(s)
0 ,

and v(t) satisfies t b(t) Dv(t) = [γ b(t) + β t b′(t)
]
v(t) or, equivalently,

D
[
t b(t) v(t)

]
= [(γ + 1) b(t) + (β + 1) t b′(t)

]
v(t).

Substituting this in the last equality of (A.2), we get
〈
u(s)
0 ,
〈
b(t) v(t), ∂s (a(s) ρ(s) P) + α a′(s) ρ(s) P

〉〉

+
〈
u(s)
0 ,
〈
v(t), β b0 ρ′(s) a(s) P + ρ′(s) a(s)

[
(γ + 1) b(t) + β t b′(t)

]
P
〉〉

=
〈
u(s)
0 ,
〈
b(t) v(t), ∂s (a(s) ρ(s) P) + [α a′(s) ρ(s) + (1 + β + γ ) a(s) ρ′(s)

]
P
〉〉

= 0.

Therefore, w satisfies the first Pearson equation (4.8).
On the other hand, if (ii) holds, and u(s)

0 satisfies

a(s) ρ(s) Du(s)
0 = [α a′(s) ρ(s) + (1 + β) ρ′(s) a(s)

]
u(s)
0
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and v(t) satisfies b(t) Dv(t) = β b′(t) v(t), or, equivalently,

D
[
b(t) v(t)

]
= (β + 1) b′(t) v(t).

Substituting this in the last equality of (A.2), we get
〈
u(s)
0 ,
〈
b(t) v(t), ∂s (a(s) ρ(s) P) + α a′(s) ρ(s) P

〉〉

+
〈
u(s)
0 ,
〈
v(t), β b0 ρ′(s) a(s) P + ρ′(s) a(s)

[
β t b′(t) + b(t)

]
P
〉〉

=
〈
u(s)
0 ,
〈
b(t) v(t), ∂s (a(s) ρ(s) P) + [α a′(s) ρ(s) + (1 + β) a(s) ρ′(s)

]〉〉

= 0.

Therefore, in this case we also conclude that w satisfies (4.8).

A.5 Proof of Theorem 4.7

We start with (4.11). For every polynomial P ∈ �2,
〈
−ρ(x)2 b

(
y

ρ(x)

)
wy + α ∂y

(
ρ(x)2 b

(
y

ρ(x)

))
w, P

〉

=
〈
ρ(s)u(s)

0 ,
〈
−b(t) Dv(t) + α b′(t) v(t), P

〉〉
= 0.

For (4.10), we get
〈
−ρ(x)2 b

(
y

ρ(x)

)
wx + α ∂x

(
ρ(x)2 b

(
y

ρ(x)

))
w, P

〉

=
〈
u(s)
0 ,

〈
v(t), b(t)

[
∂s
(
ρ(s)2 P

)+ 1

2

(
ρ(s)2

)′
P

]〉〉

+
〈
u(s)
0 ,

〈
t b(t) Dv(t),

1

2

(
ρ(s)2

)′
P

〉〉

+
〈
u(s)
0 ,

〈
v(t), α

(
ρ(s)2

)′
(
b0 + 1

2
b1 t

)
P

〉〉
.

Using b(t) Dv(t) = α b′(t) v(t), we obtain
〈
−ρ(x)2 b

(
y

ρ(x)

)
wx + α ∂x

(
ρ(x)2 b

(
y

ρ(x)

))
w, P

〉

=
〈
u(s)
0 ,

〈
b(t) v(t), ∂s

(
ρ(s)2 P

)+
(

α + 1

2

) (
ρ(s)2

)′
〉〉

= 0.
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