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Abstract
We construct and study sequences of linear operators of Bernstein-type acting on
bivariate functions defined on the unit disk. To this end, we study Bernstein-type
operators under a domain transformation, we analyze the bivariate Bernstein–Stancu
operators, and we introduce Bernstein-type operators on disk quadrants by means
of continuously differentiable transformations of the function. We state convergence
results for continuous functions and we estimate the rate of convergence. Finally some
interesting numerical examples are given, comparing approximations using the shifted
Bernstein–Stancu and the Bernstein-type operator on disk quadrants.
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1 Preliminaries

In 1912, S. Bernstein ([2]) published a constructive proof of the Weierstrass approx-
imation theorem that affirms that every continuous function f (x) defined on a
closed interval can be uniformly approximated by polynomials. For a given function
f ∈ C[0, 1], Bernstein constructed a sequence of polynomials (lately called Bernstein
polynomials) in the form

Bn f (x) ≡ (Bn f )(x) =
n∑

k=0

f

(
k

n

) (
n

k

)
xk(1 − x)n−k, (1.1)

for 0 � x � 1, and n � 0.
Clearly, Bn f is a polynomial in the variable x of degree less than or equal to n,

and (1.1) can be seen as a linear operator that transforms functions defined on [0, 1]
to polynomials of degree at most n.

Hence, in the sequel, we will refer to Bn as the nth classical univariate Bernstein
operator.

If we define

pn,k(x) =
(

n

k

)
xk(1 − x)n−k, 0 � x � 1, 0 � k � n, (1.2)

then the set {pn,k(x) : 0 � k � n} is a basis of the linear space of polynomials with
real coefficients of degree at most n, that we will denote �n , called Bernstein basis.
Then, the nth Bernstein polynomial associated with f (x) is usually written as

Bn f (x) =
n∑

k=0

f

(
k

n

)
pn,k(x).

Among others, classical Bernstein operators satisfy the following properties ([13]):

• They are linear and positive operators acting on the function f and preserve the
constant functions as well as polynomials of degree 1, that is,

Bn 1 = 1, Bn x = x, n � 0.

• If f is continuous at a point x , then Bn f (x) converges to f (x), and Bn f converges
uniformly if f is continuous on the whole interval [0, 1]. Moreover, the order of
approximation is ω f (n−1/2), where ω f denotes the modulus of continuity of f .
Because of this property, Bernstein operators are called Bernstein Approximants.

• Bernstein operators satisfy a Voronowskaya-type theorem, that is, if f is twice
differentiable at x , then Bn f (x) − f (x) = O(1/n).

The Bernstein operators admit a complete system of polynomial eigenfunctions.
However, each eigenfunction depends on n and, thus, is associated with the nth Bern-
stein operator Bn . Another inconvenience of Bernstein operators associated with an
adequate function f is its slow rate of convergence toward f .
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For years, several modifications and extensions of Bernstein operators have been
studied. The modifications have been introduced in several directions, and we only
recall a few interesting cases and cite some papers. For instance, it is possible to
substitute the values of the function on equally spaced points by othermean values such
as integrals, as was stated in the pioneering papers of Durrmeyer ([9]) and Derriennic
([6, 7]). In [4], the operator is modified in order to preserve some properties of the
original function. Another group of modifications given by the transformation of the
function by means a convenient continuous and differentiable functions is analyzed in
[5]; and, of course, the extension of the Bernstein operators to the multivariate case.
The most common extension of the Bernstein operator is defined on the unit simplex
in higher dimensions ([1, 13, 16, 17], among others), since the basic polynomials (1.2)
can be easily extended to the simplex.

In this paper, we are interested in finding an extension of the Bernstein operator to
approximate functions defined on the unit disk. In this way, we will consider two kinds
ofmodifications: by transformation of the argument of the function to be approximated,
and by definition of an adequate basis of functions as (1.2). We present and study two
Bernstein-type approximants, and we compare them by means of several examples.

The structure of the paper is as follows. Section2 is devoted to collecting the prop-
erties of univariate Bernstein-type operators that we will need along the paper. In
Sect. 3, we recall the method introduced by Stancu ([17]) for obtaining Bernstein-type
operators in two variables by the successive application of Bernstein operators in one
variable. In Sect. 5 and Sect. 6, we define the shifted nth Bernstein–Stancu operator
and the shifted nth Bernstein-type operator and study their respective approximation
properties. Section7 is devoted to describing an extension of certain linear combi-
nations of univariate Bernstein operators that give a better order of approximation.
The last section is devoted to analyzing several examples, comparing the approxima-
tion results for both Bernstein-type operators on the disk, and the linear combinations
introduced in Sect. 7.

2 Univariate Bernstein-Type Operators

In this section, we recall the modified univariate Bernstein-type operators that we will
need later. We start by shifting the univariate Bernstein operator.

Using the change of variable

x = (β − α) s + α, α < β, 0 � s � 1, (2.1)

the univariate Bernstein basis can be defined on the interval [α, β]. Indeed, if we let

p̃n,k(x; [α, β]) = pn,k

(
x − α

β − α

)
= 1

(β − α)n

(
n

k

)
(x − α)k(β − x)n−k,

α � x � β,

then the set { p̃n,k(x; [α, β]) : n � 0, 0 � k � n, α � x � β} is a basis of �n on the
interval [α, β] satisfying
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Fig. 1 Bernstein on basis [α, β]
for n = 5

α β

x

1
k = 0

k = 1
k = 2 k = 3 k = 4

k = 5

n∑

k=0

p̃n,k(x; [α, β]) =
n∑

k=0

pn,k

(
x − α

β − α

)
= 1

(β − α)n

n∑

k=0

(
n

k

)
(x − α)k(β − x)n−k

= 1

(β − α)n
(x − α + β − x)n = 1.

Moreover, since

p̃n,k(x; [α, β]) = pn,k(s), 0 � s � 1, 0 � n, 0 � k � n,

we have that Bernstein basis on [α, β] (see Fig. 1) satisfies the following properties:

• p̃n,k(x; [α, β]) � 0 for α � x � β,
• p̃n,k(α) = δ0,k and p̃n,k(β) = δk,n , where, as usual, δν,η denotes the Kronecker
delta,

• (β − α) p̃ ′
n,k(x; [α, β]) = n

(
p̃n−1,k−1(x; [α, β]) − pn−1,k(x; [α, β])),

• If n �= 0, then p̃n,k(x; [α, β]) has a unique local maximum on [α, β] at x =
(β − α) k

n + α. This maximum takes the value

p̃n,k

(
(β − α)

k

n
+ α; [α, β]

)
= pn,k

(
k

n

)
=
(

n

k

)
kk

nn
(n − k)n−k .

For every function f defined on I = [α, β], we can define the shifted univariate
nth Bernstein operator as

B̃n [ f (x), I ] =
n∑

k=0

f

(
(β − α)

k

n
+ α

)
p̃n,k(x; I ).

Note that B̃n [ f (x), I ] is a polynomial of degree at most n. In this way,

B̃n [ f (x), I ] = Bn F(s), 0 � s � 1,

where F(s) = f ((β−α) s+α) is a function defined on [0, 1] associated with f . From
this, and since the change of variable (2.1) is linear, it is clear that B̃n has analogous
properties to those satisfied by the classical Bernstein operator.
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In the sequel, we will use the following Bernstein-type operator studied in [5] and
[10]:

Cτ
n f = Bn ( f ◦ τ−1) ◦ τ,

where τ is any function continuously differentiable as many times as necessary, such
that τ(0) = 0, τ (1) = 1, and τ ′(x) > 0 for x ∈ [0, 1]. Throughout this work, it will
be sufficient for τ to be continuously differentiable.

In [5], the following identities were given:

Cτ
n 1 = 1, Cτ

n τ = τ, Cτ
n τ 2 =

(
1 − 1

n

)
τ 2 + τ

n
.

We have the following result.

Proposition 2.1 Let f be a continuous function on [0, 1] and τ is any function that
is continuously differentiable, such that τ(0) = 0, τ (1) = 1, and τ ′(x) > 0 for
x ∈ [0, 1]. Then,

lim
n→∞ Cτ

n f (x) = f (x).

That is, Cτ
n f (x) converges uniformly to f on [0, 1].

Proof Set u = τ(x). We compute

Cτ
n f (x) =

n∑

k=0

f

(
τ−1

(
k

n

))
pn,k(τ (x))

=
n∑

k=0

f

(
τ−1

(
k

n

))
pn,k(u)

= Bn f
(
τ−1 (u)

)
.

Since Bn f
(
τ−1 (u)

) → f
(
τ−1 (u)

) = f (x) as n → +∞, the result follows from
taking the limit on both sides of Cτ

n f (x) = Bn f (x). 	


We also introduce the following shifted Bernstein-type operator:

C̃τ
n [ f (x), [α, β]] =

n∑

k=0

f ◦ τ−1
(

(β − α)
k

n
+ α

)
p̃n,k(τ (x); [α, β]), α � x � β,

where τ(x) is any function that is continuously differentiable, such that τ(α) =
α, τ(β) = β, and τ ′(x) > 0 for x ∈ [α, β].
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Proposition 2.2 Let f be a continuous function on [α, β] and τ(x) is any function
that is continuously differentiable, such that τ(α) = α, τ(β) = β, and τ ′(x) > 0 for
x ∈ [α, β]. Then,

lim
n→∞ C̃τ

n [ f (x), [α, β]] = f (x).

Proof Set u = τ(x). We compute

C̃τ
n [ f (x), [α, β]] =

n∑

k=0

f

(
τ−1

(
(β − α)

k

n
+ α

))
p̃n,k(τ (x); [α, β])

=
n∑

k=0

f

(
τ−1

(
(β − α)

k

n
+ α

))
p̃n,k(u; [α, β])

= B̃n[ f
(
τ−1 (u)

)
, [α, β]].

Since B̃n[ f
(
τ−1 (u)

)
, [α, β]] → f

(
τ−1 (u)

) = f (x) asn → +∞, the result follows
from taking the limit on both sides of C̃τ

n [ f (x), [α, β]] = B̃n[ f (x) , [α, β]]. 	


3 Bivariate Bernstein–Stancu operators

In 1963, Stancu [17] studied a method for deducing polynomials of Bernstein type of
two variables. This method is based on obtaining an operator in two variables from
the successive application of Bernstein operators of one variable.

Let φ1 ≡ φ1(x) and φ2 ≡ φ2(x) be two continuous functions such that φ1 < φ2
on [0, 1]. Let � ⊆ R

2 be the domain bounded by the curves y = φ1(x), y = φ2(x),
and the straight lines x = 0, x = 1. For every function f (x, y) defined on �, taking
into view

y = (φ2(x) − φ1(x)) t + φ1(x). (3.1)

let us define the function

F(x, t) = f (x, (φ2(x) − φ1(x)) t + φ1(x)), (3.2)

where 0 � t � 1.
The nth Bernstein–Stancu operator is defined as

Bn[ f (x, y),�] =
n∑

k=0

nk∑

j=0

F

(
k

n
,

j

nk

)
pn,k(x) pnk , j (t), (3.3)
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where each nk is a nonnegative integer associated with the kth node xk = k/n, and t
is given by (3.1). Writing (3.3) explicitly, we have

Bn[ f (x, y),�] =
n∑

k=0

nk∑

j=0

F

(
k

n
,

j

nk

)
pn,k(x) pnk , j

(
y − φ1(x)

φ2(x) − φ1(x)

)
,

(x, y) ∈ �.

If we denote by B(t)
n the univariate Bernstein operator acting on the variable t , then

the Bernstein–Stancu operator can be written as

Bn[ f (x, y),�] =
n∑

k=0

[
B(t)

nk
F

(
k

n
, t

)]
pn,k(x).

We have the following representation ofBn in terms of a matrix determinant.

Proposition 3.1 Let f (x, y) be a function defined on the domain �, and let F be a
function defined on (3.2). Denote by B(t)

n the univariate Bernstein operator acting on
the variable t . Then, the nth Bernstein–Stancu operator is given by the determinant

Bn[ f (x, y),�] = −

∣∣∣∣∣∣∣∣∣∣∣∣

1 © B(t)
n0 F(0, t)

1 B(t)
n1 F(1/n, t)

. . .
...

© 1 B(t)
nn F(1, t)

pn,0(x) pn,1(x) . . . pn,n(x) 0

∣∣∣∣∣∣∣∣∣∣∣∣

.

Remark 3.2 Observe that the step size of the partition of the x-axis is 1/n and, for a
fixed node xk = k/n, the step size of the partition of the t-axis is 1/nk . Therefore, the
step size of the partition of the y-axis is 1/mk , where

mk = nk

φ2
( k

n

)− φ1
( k

n

) ,

and, thus,

F

(
k

n
,

j

nk

)
= f

(
k

n
,

j

mk
+ φ1

(
k

n

))
.

We point out that, in general, Bn[ f (x, y),�] is not a polynomial. However, it is
possible to obtain polynomials by an appropriate choice ofφ1,φ2, and nk . For instance:

(1) The Bernstein–Stancu operator on the unit square Q = [0, 1] × [0, 1] (see for
instance [13], [17]) is obtained by letting φ1(x) = 0 and φ2(x) = 1. Hence, for a
function f defined on Q, we get

F

(
k

n
,

j

nk

)
= f

(
k

n
,

j

nk

)
,
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and

Bn[ f (x, y),Q] =
n∑

k=0

nk∑

j=0

f

(
k

n
,

j

nk

)
pn,k(x)pnk , j (y).

Note that when nk is independent of k (e.g., nk = m for some positive integer m),
Bn is the tensor product of univariate Bernstein operators on Q.

(2) The Bernstein–Stancu operators can be defined on the simplex T2 = {(x, y) ∈
R
2 : x, y � 0, 1 − x − y � 0} (see for instance [1] and [17]). In this case, we set

φ1(x) = 0, φ2(x) = 1− x , and nk = n − k, 0 � k � n. In this way, mk = n and,
since

F

(
k

n
,

j

n − k

)
= f

(
k

n
,

j

n

)
,

we have

Bn[ f (x, y),T2] =
n∑

k=0

n−k∑

j=0

f

(
k

n
,

j

n

)
pn,k(x) pn−k, j

(
y

1 − x

)

=
n∑

k=0

n−k∑

j=0

f

(
k

n
,

j

n

) (
n

k j

)
xk y j (1 − x − y)n−k− j ,

(x, y) ∈ T2,

where

(
n

k j

)
= n!

k! j ! (n − k − j)! , 0 � k + j � n.

In [17], Stancu proved the following convergence result on T2.

Theorem 3.3 ([17]) Let f be a continuous function on T2. Then, Bn[ f (x, y),T2]
converges uniformly to f (x, y) as n → +∞.

Stancu only gave a detailed proof of the approximation properties of Bn on tri-
angles. In Sect. 5, we consider a slightly general operator and prove the uniform
convergence on any bounded domain�, and we recover Stancu’s result when� = T2.

4 Bernstein-Type Operator Under a Domain Transformation

One way to extend the Bernstein operator on the unit square Q to another bounded
domain � ∈ R

2 is through an appropriate transformation or change of variables. In
this section, we study several cases.
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(1) Let Q̂ = [−1, 1] × [−1, 1]. The operator defined as

B̂n[ f (x, y), Q̂] =
n∑

k=0

nk∑

j=0

f

(
2k − n

n
,
2 j − nk

nk

)
pn,k

(
x + 1

2

)
pnk , j

(
y + 1

2

)
,

is a Bernstein operator on Q̂. Indeed, for every function f defined on Q̂, we define the
function F : Q → R as

F(u, v) = f (2 u − 1, 2 v − 1), (u, v) ∈ Q.

Then, using the transformation x = 2u − 1 and y = 2v − 1 which mapsQ into Q̂, we
get

B̂n[ f (x, y), Q̂] =
n∑

k=0

nk∑

j=0

F

(
k

n
,

j

nk

)
pn,k (u) pnk , j (v)

=Bn[F(u, v),Q], (x, y) ∈ Q̂.

(2) An alternative way to obtain the Bernstein–Stancu operator on the simplex T2 is
by considering the Duffy transformation

x = u, y = v(1 − u), (u, v) ∈ Q,

which mapsQ into T2. Let f be a function defined on T2. We can define the function
F : Q → R as

F(u, v) = f (u, v (1 − u)), (u, v) ∈ Q.

Then, the operator

B̂n[ f (x, y),T2] =
n∑

k=0

nk∑

j=0

f

(
k

n
,

j

nk

(
1 − k

n

))
pn,k(x) pnk , j

(
y

1 − x

)
,

is a Bernstein-type operator on the simplex since, using the Duffy transformation, we
get

B̂n[ f (x, y),T2] = Bn[F(u, v),Q], (x, y) ∈ T2.

Observe that B̂n[ f (x, y),T2] is not a polynomial unless n − k − nk � 0. We recover
the usual Bernstein–Stancu operator on the simplex by setting nk = n − k.
(3) Consider the unit ball in R

2:

B2 = {(x, y) ∈ R
2 : x2 + y2 � 1},
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and the transformation x = 2u − 1, y = (2v − 1)
√
1 − (2u − 1)2 which maps the

square Q into B2. For every function f defined on B2, we can define the function
F : Q → R

2 as

F(u, v) = f (2u − 1, (2v − 1)
√
1 − (2u − 1)2), (u, v) ∈ Q.

The operator

B̂n[ f (x, y),B2]

=
n∑

k=0

nk∑

j=0

f

(
2k − n

n
,
2 j − nk

nk

2
√

k (n − k)

n

)
pn,k

(
x + 1

2

)
pnk , j

( y√
1−x2

+ 1

2

)
,

is a Bernstein operator on the unit ball since

B̂n[ f (x, y),B2] = Bn[F(u, v),Q], (x, y) ∈ B2.

Observe that, in this case,

pn,k

(
x + 1

2

)
pnk , j

( y√
1−x2

+ 1

2

)

=
(

n

k

)(
nk

j

) (1 + x)k(1 − x)n−k
(√

1 − x2 + y
) j (√

1 − x2 − y
)nk− j

2n+nk (
√
1 − x2)nk

.

In contrast with the previous two cases, there is no obvious choice of nk such that
B̂n[ f (x, y),B2] is a polynomial. Nevertheless, notice that for y = 0, we have

pn,k

(
x + 1

2

)
pnk , j

(
1

2

)
= 1

2n+nk

(
n

k

)(
nk

j

)
(1 + x)k(1 − x)n−k,

and for x = 0 we have

pn,k

(
1

2

)
pnk , j

(
y + 1

2

)
= 1

2n+nk

(
n

k

)(
nk

j

)
(1 + y) j (1 − y)nk− j .

Therefore, B̂n[ f (x, y),B2] is a polynomial on the x- and y-axes for any choice of
nk .

In Fig. 2, the representation of the mesh in this case for n = nk = 20 is given.
(4) Let

B1 = {(x, y) ∈ B2 : x � 0, y � 0}, B2 = {(x, y) ∈ B2 : x � 0, y � 0},
B3 = {(x, y) ∈ B2 : x � 0, y � 0}, B4 = {(x, y) ∈ B2 : x � 0, y � 0},
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Fig. 2 Mesh corresponding to
case (3) for n = 20 and
nk = n = 20 for 0 � k � n

y

x

denote the four quadrants of B2, and consider the transformation

u = x2, v = y2

1 − x2
, (x, y) ∈ B2,

which maps each quadrant to Q. The corresponding Bernstein operators on the quad-
rants are:

B̂n[ f (x, y), B1] =
n∑

k=0

nk∑

j=0

f

(√
k

n
,

√
j(n − k)

nk n

)
pn,k(x2) pnk , j

(
y2

1 − x2

)
,

B̂n[ f (x, y), B2] =
n∑

k=0

nk∑

j=0

f

(
−
√

k

n
,

√
j(n − k)

nk n

)
pn,k(x2) pnk , j

(
y2

1 − x2

)
,

B̂n[ f (x, y), B3] =
n∑

k=0

nk∑

j=0

f

(
−
√

k

n
,−
√

j(n − k)

nk n

)
pn,k(x2) pnk , j

(
y2

1 − x2

)
,

B̂n[ f (x, y), B4] =
n∑

k=0

nk∑

j=0

f

(√
k

n
,−
√

j(n − k)

nk n

)
pn,k(x2) pnk , j

(
y2

1 − x2

)
.

Indeed, for every function f defined on B2, we can define the functions on Q:

F1(u, v) = f (
√

u,
√

v (1 − u)), F2(u, v) = f (−√
u,
√

v (1 − u)),

F3(u, v) = f (−√
u,−√v (1 − u)), F4(u, v) = f (

√
u,−√v (1 − u)).

Then,

B̂n[ f (x, y), B1] = Bn[F1(u, v),Q], B̂n[ f (x, y), B2] = Bn[F2(u, v),Q],
B̂n[ f (x, y), B3] = Bn[F3(u, v),Q], B̂n[ f (x, y), B4] = Bn[F4(u, v),Q].
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Fig. 3 Circular mesh after
applying the transformation
(u, v) �→ (

√
u,

√
v (1 − u) for

(u, v) ∈ Q with n = 10 and
nk = n − k, for 0 � k � n

y

x

If we choose nk = n−k, we have that B̂n[ f (x, y), Bi ], i = 1, 2, 3, 4, are polynomials
of degree 2n since

pn,k(x2) pn−k, j

(
y2

1 − x2

)
=
(

n

k j

)
x2k y2 j (1 − x2 − y2)n−k− j .

In this case, observe that for k = 0, the mesh corresponding to B1 and B2, and
similarly to B3 and B4, coincides on the y-axis (see Fig. 3). Moreover, for j = 0, the
mesh corresponding to adjacent quadrants coincides on the x-axis. Therefore, we can
define a piecewise Bernstein operator on B2 as follows:

Bn[ f (x, y),B2] =

⎧
⎪⎪⎨

⎪⎪⎩

B̂n[ f (x, y), B1], (x, y) ∈ B1,

B̂n[ f (x, y), B2], (x, y) ∈ B2,

B̂n[ f (x, y), B3], (x, y) ∈ B3,

B̂n[ f (x, y), B4], (x, y) ∈ B4.

(4.1)

Proposition 4.1 For any function f on B2, Bn[ f (x, y),B2] is a continuous function
on B2.

Proof Clearly, Bn[ f (x, y),B2] is continuous on the interior of each quadrant.
For x = 0,

B̂n[ f (x, y), B1]
∣∣
x=0 =

n∑

k=0

nk∑

j=0

f

(√
k

n
,

√
j(n − k)

nk n

)
pn,k(0) pnk , j

(
y2
)

,

=
n0∑

j=0

f

(
0,

√
j

n0

)
pn0, j

(
y2
)

= B̂n[ f (x, y), B2]
∣∣
x=0 ,
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and

B̂n[ f (x, y), B3]
∣∣
x=0 =

n∑

k=0

nk∑

j=0

f

(
−
√

k

n
,−
√

j(n − k)

nk n

)
pn,k(0) pnk , j

(
y2
)

,

=
n0∑

j=0

f

(
0,−

√
j

n0

)
pn0, j

(
y2
)

= B̂n[ f (x, y), B4]
∣∣
x=0 .

Similarly, for y = 0

B̂n[ f (x, y), B1]
∣∣
y=0 = B̂n[ f (x, y), B4]

∣∣
y=0 ,

and

B̂n[ f (x, y), B2]
∣∣
y=0 = B̂n[ f (x, y), B3]

∣∣
y=0 .

Therefore, Bn[ f (x, y),B2] is continuous on the x- and y-axes. 	


5 Shifted Bernstein–Stancu Operators

Motivated by the examples of Bernstein operators on different domains introduced in
the previous section, now we define the shifted nth Bernstein–Stancu operator and
study its approximation properties.

Let φ1 and φ2 be two continuous functions, and let I = [a, b] be an interval such
that φ1 < φ2 on I . Let � ⊂ R

2 be the domain bounded by the curves y = φ1(x),
y = φ2(x), and the straight lines x = a, x = b. Observe that for a fixed x ∈ I ,
the polynomials p̃n,k(y; [φ1(x), φ2(x)]), n � 0, 0 � k � n, constitute a univariate
shifted Bernstein basis on the interval [φ1(x), φ2(x)].

For every function f (x, y) defined on �, define the function

F̃(u, v;�) = f
(
(b − a) u + a, (φ̃2(u) − φ̃1(u)) v + φ̃1(u)

)
, (5.1)

where

φ̃i (u) = φi ((b − a) u + a), i = 1, 2,

0 � u � 1, and 0 � v � 1.
The shifted nth Bernstein–Stancu operator is defined as

B̃n[ f (x, y),�] =
n∑

k=0

nk∑

j=0

F̃

(
k

n
,

j

nk
;�

)
p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2]),

(x, y) ∈ �,
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where nk = n − k or nk = k for all 0 � k � n. Written in terms of the univariate
Bernstein basis, we get

B̃n[ f (x, y),�] =
n∑

k=0

nk∑

j=0

F̃

(
k

n
,

j

nk
;�

)
pn,k

(
x − a

b − a

)
pnk , j

(
y − φ1(x)

φ2(x) − φ1(x)

)
.

The following result plays an important role when studying the convergence of the
shifted Bernstein–Stancu operator.

Lemma 5.1 Let φ1 and φ2 be two continuous functions, and let I = [a, b] be an
interval such that φ1 < φ2 on I . Let � ⊂ R

2 be the domain bounded by the curves
y = φ1(x), y = φ2(x), and the straight lines x = a, x = b. Then:

(i) B̃n[1,�] = 1,
(ii) B̃n[x,�] = x,

(iii) B̃n[y,�] → y as n → +∞ uniformly on [a, b],
(iv) B̃n[x2,�] = x2 + (x − a) (b − x)/n,
(v) B̃n[y2,�] → y2 as n → +∞ uniformly on [a, b].
Proof (i) Obviously B̃n[1,�] = 1.
(ii) We computerr

B̃n[x,�] =
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
(

(b − a)
k

n
+ a

)

= (b − a)

n∑

k=0

p̃n,k(x; I )
k

n

⎛

⎝
nk∑

j=0

p̃nk , j (y; [φ1, φ2])
⎞

⎠+ a B̃n[1,�]

= (b − a)

n∑

k=0

p̃n,k(x; I )
k

n
+ a

= (b − a)
x − a

b − a

n−1∑

k=0

p̃n−1,k(x; I ) + a

= x .

(iii) Observe that

nk∑

j=0

p̃nk , j (y; [φ1, φ2]) j

nk
=

nk∑

j=1

(
nk

j

)
(y − φ1(x)) j (φ2(x) − y)nk− j

(φ2(x) − φ1(x))nk

j

nk

=
nk−1∑

j=0

(
nk − 1

j

)
(y − φ1(x)) j+1 (φ2(x) − y)nk−1− j

(φ2(x) − φ1(x))nk

= y − φ1(x)

φ2(x) − φ1(x)
.

(5.2)
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Therefore, applying the linearity, we get

B̃n[y,�] =
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
[(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
+ φ̃1

(
k

n

)]

=
[

n∑

k=0

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
p̃n,k(x; I )

]
y − φ1(x)

φ2(x) − φ1(x)

+
n∑

k=0

φ̃1

(
k

n

)
p̃n,k(x; I )

= B̃n[φ2 − φ1, I ] y − φ1(x)

φ2(x) − φ1(x)
+ B̃n[φ1, I ],

where B̃n denotes the univariate shifted Bernstein operator acting on the variable
x . Since B̃n converges uniformly for a continuous function, we have

lim
n→+∞ B̃n[y,�] = lim

n→+∞ B̃n[φ2 − φ1, I ] y − φ1(x)

φ2(x) − φ1(x)
+ lim

n→+∞ B̃n[φ1, I ]

= [φ2(x) − φ1(x)] y − φ1(x)

φ2(x) − φ1(x)
+ φ1(x)

= y.

(iv) We compute

B̃n[x2,�] =
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
(

(b − a)
k

n
+ a

)2

= (b − a)2
n∑

k=0

p̃n,k(x; I )
k2

n2 + 2 a (b − a)
x − a

b − a

n−1∑

k=0

p̃n−1,k(x; I ) + a2

= (b − a)2

(
n − 1

n

(
x − a

b − a

)2 n−2∑

k=0

p̃n−2,k(x; I )

+1

n

x − a

b − a

n−1∑

k=0

p̃n−1,k(x; I )

)

+ 2 a (x − a) + a2

= x2 + (x − a)(b − x)

n
.
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(v) Finally, if f (x, y) = y2 in (5.1), then we get

F̃

(
k

n
,

j

nk
;�

)
=
[(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
+ φ̃1

(
k

n

)]2

=
(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))2 j2

n2
k

+ 2

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
φ̃1

(
k

n

)
j

nk
+ φ̃1

(
k

n

)2

.

Then,

B̃n[y2,�] =
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))2 j2

n2
k

+ 2
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
φ̃1

(
k

n

)
j

nk

+
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2]) φ̃1

(
k

n

)2

.

Observe that

nk∑

j=0

p̃nk , j (y; [φ1, φ2]) j2

n2
k

= nk − 1

nk

(
y − φ1(x)

φ2(x) − φ1(x)

)2 nk−2∑

j=0

p̃nk−2, j (y; [φ1, φ2])

+ 1

nk

y − φ1(x)

φ2(x) − φ1(x)

nk−1∑

j=0

p̃nk−1, j (y; [φ1, φ2])

= nk − 1

nk

(
y − φ1(x)

φ2(x) − φ1(x)

)2

+ 1

nk

y − φ1(x)

φ2(x) − φ1(x)

=
(

y − φ1(x)

φ2(x) − φ1(x)

)2

+ (y − φ1(x)) (φ2(x) − y)

nk (φ2(x) − φ1(x))2
.

Together with (5.2), we get

B̃n[y2,�] =
(

y − φ1(x)

φ2(x) − φ1(x)

)2

B̃n[φ2 − φ1, I ]2

+ (y − φ1(x)) (φ2(x) − y)

n (φ2(x) − φ1(x))2

n∑

k=0

p̃n,k(x; I )
(
φ̃2
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(
k

n

)
− φ̃1

(
k

n

))2 1

nk/n

+ 2

(
y − φ1(x)

φ2(x) − φ1(x)

)
B̃n[(φ2 − φ1) φ1, I ] + B̃n[φ2

1 , I ].

If nk = n − k, then

n∑

k=0

p̃n,k(x; I )

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))2 1

nk/n
= B̃n

[
(φ2(x) − φ1(x))2

1 − x−a
(b−a)

, I

]
,

and if nk = k, then

n∑

k=0

p̃n,k(x; I )

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))2 1

nk/n
= B̃n

[
(φ2(x) − φ1(x))2

x−a
(b−a)

, I

]
.

In either case, B̃n[y2,�] → y2 as n → +∞. 	

The convergence of the operator is clear from Lemma 5.1 and Volkov’s theorem

([18]).
Now, we study the approximation properties of the shifted Bernstein–Stancu oper-

ators.

Definition 5.2 ([16]) Let f be a function defined on �. The modulus of continuity of
f is defined by

ω(δ1, δ2) = sup | f (x ′′, y′′) − f (x ′, y′)|,

where δ1, δ2 > 0 are real numbers, whereas (x ′, y′) and (x ′′, y′′) are points of � such
that |x ′′ − x ′| � δ1 and |y′′ − y′| � δ2.

Theorem 5.3 Let f be a continuous function on �. Then,

lim
n→+∞ B̃n[ f (x, y),�] = f (x, y),

uniformly on �.

Proof Let δ1, δ2 > 0 be real numbers.
Note that on � we have B̃n[1,�] = 1,

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2]) � 0, 0 � k � n, 0 � j � nk,

and

| f (x ′′, y′′) − f (x ′, y′)| � ω(|x ′′ − x ′|, |y′′ − y′|) � w(δ1, δ2).
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Taking into account the inequality (see, for instance, [16, 17])

ω(c1 δ1, c2 δ2) � (c1 + c2 + 1) ω(δ1, δ2), c1, c2 > 0,

we compute

∣∣∣∣ f (x, y) − F̃

(
k

n
,

j

nk
;�

)∣∣∣∣

� ω

(∣∣∣∣x − (b − a)
k

n
− a

∣∣∣∣ ,
∣∣∣∣y −

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
− φ̃1

(
k

n

)∣∣∣∣

)

� (λ1 + λ2 + 1) ω(δ1, δ2),

where

λ1 ≡ λ1(x, n, k, δ1, a, b) = 1

δ1

∣∣∣∣x − (b − a)
k

n
− a

∣∣∣∣ ,

and

λ2 ≡ λ2(x, n, k, nk, δ2, φ1, φ2) = 1

δ2

∣∣∣∣y −
(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
− φ̃1

(
k

n

)∣∣∣∣ .

Therefore,

| f (x, y) − B̃n[ f (x, y),�]|

�
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
∣∣∣∣ f (x, y) − F̃

(
k

n
,

j

nk
;�

)∣∣∣∣

�
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])(λ1 + λ2 + 1) ω(δ1, δ2).

We will deal with each term in the last inequality separately.
Since B[1,�] = 1, 0 � p̃n,k(x; I ) � 1, 0 � p̃nk , j (y; [φ1, φ2]) � 1, and x �→

x1/2 is a concave function, by Jensen’s inequality, we have

n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
∣∣∣∣x − (b − a)

k

n
− a

∣∣∣∣

=
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
[(

x − (b − a)
k

n
− a

)2
]1/2

�

⎡

⎣
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
(

x − (b − a)
k

n
− a

)2
⎤

⎦
1/2

.
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Using (i), (ii), and (iv) in Lemma 5.1, we get

n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])
∣∣∣∣x − (b − a)

k

n
− a

∣∣∣∣

=
[
x2 B̃n[1,�] − 2 x B̃n[x,�] + B̃n[x2,�]

]1/2 → 0 as n → +∞,

uniformly since B̃n[1,�] = 1, B̃n[x,�] = x , and limn→+∞ B̃n[x2,�] = x2.
Similarly, from Jensen’s inequality, and using (i), (iii), and (vi) in Lemma 5.1, we

get

n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y;φ1, φ2)

∣∣∣∣y −
(

φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
− φ̃1

(
k

n

)∣∣∣∣

�

⎡

⎣
n∑

k=0

nk∑

j=0

p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])

(
y −

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
− φ̃1

(
k

n

))2
]1/2

=
[

y2 B̃n[1,�] − 2 y B̃n[y,�] + B̃n[y2,�]
]1/2 → 0 as n → +∞,

uniformly since B̃n[1,�] = 1, limn→+∞ B̃n[y,�] = y, and limn→+∞ B̃n[y2,�] =
y2.

Finally, choosing δ1 = δ2 = 1/
√

n, then ω(1/
√

n, 1/
√

n) → 0 as n → +∞, and,
thus, B̃n[ f (x, y),�] converges uniformly to f (x, y) on �. 	


Recall that the univariate shifted Bernstein satisfies the following Voronowskaya
type asymptotic formula: Let f (x) be bounded on the interval I , and let x0 ∈ I at
which f ′′(x0) exists. Then,

B̃n[ f (x), I ]∣∣x=x0
− f (x0) = O

(
1

n

)
. (5.3)

Now, we give an analogous result for the Bernstein–Stancu operator.

Theorem 5.4 Let f (x, y) be a bounded function on � = {(x, y) ∈ R
2 : a � x �

b, φ1(x) � y � φ2(x)}, and let (x0, y0) ∈ � be a point at which f (x, y) admits
second-order partial derivatives, and φ′′

i (x0), i = 1, 2, exist. Then,

B̃n[ f (x, y),�]∣∣
(x,y)=(x0,y0)

− f (x0, y0) = O
(
1

n

)
.
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Proof Let us write the Taylor expansion of f (u, v) at the point (x0, y0):

f (u, v) = f (x0, y0) + (u − x0) fx (x0, y0) + (v − y0) fy(x0, y0)

+ (x − x0)2

2
fxx (x0, y0)

+ (u − x0)(v − y0)

2
( fxy(x0, y0) + fyx (x0, y0)) + (v − y0)2

2
fyy(x0, y0)

+ ||(u, v) − (x0, y0)||2 h(u, v),

where h(u, v) is a bounded function such that h(u, v) → 0 as (u, v) → (x0, y0).
Applying B̃n to both sides, we get:

B̃n[ f (u, v)] = f (x0, y0) + fx (x0, y0) B̃n[u − x0] + B̃n[v − y0] fy(x0, y0)

+ 1

2
fxx (x0, y0) B̃n[(u − x0)

2]

+ 1

2
( fxy(x0, y0) + fyx (x0, y0)) B̃n[(u − x0)(v − y0)]

+ 1

2
fyy(x0, y0) B̃n[(v − y0)

2] + B̃n

[
||(u, v) − (x0, y0)||2 h(u, v)

]
,

where we have omitted � for brevity. We deal with each term separately.
FromLemma5.1 (ii), we get B̃n[u − x0]

∣∣
u=x0

= 0.Next, from the proof of Lemma
5.1 (iii), we have

B̃n[v − y0] = B̃n[φ2(x) − φ1(x), I ] y − φ1(x)

φ2(x) − φ1(x)
+ B̃n[φ1(x), I ] − y0.

But using (5.3), we get

B̃n[v − y0]
∣∣
(u,v)=(x0,y0)

=
(

φ2(x0) − φ1(x0) + O
(
1

n

))
y0 − φ1(x0)

φ2(x0) − φ1(x0)

+ φ1(x0) + O
(
1

n

)
− y0 = O

(
1

n

)
.

Similarly,

B̃n[(u − x0)2]
∣∣
(u,v)=(x0,y0)

= O
(
1

n

)
,

B̃n[(u − x0)(v − y0)]
∣∣
(u,v)=(x0,y0)

= O
(
1

n

)
,

B̃n[(v − y0)2]
∣∣
(u,v)=(x0,y0)

= O
(
1

n

)
.
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Now we deal with the last term

B̃n

[
||(u, v) − (x0, y0)||2 h(u, v)

]

=
n∑

k=0

nk∑

j=0

F̃

(
k

n
,

j

nk

)
H̃

(
k

n
,

j

nk

)
p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2]),

where

F̃

(
k

n
,

j

nk

)

=
(

(b − a)
k

n
+ a − x0

)2

+
((

φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
+ φ̃1

(
k

n

)
− y0

)2

,

and

H̃

(
k

n
,

j

nk

)
= h

(
(b − a)

k

n
+ a,

(
φ̃2

(
k

n

)
− φ̃1

(
k

n

))
j

nk
+ φ̃1

(
k

n

))
.

Fix a real number ε > 0. Then, there is a real number δ > 0 such that if ||(u, v) −
(x0, y0)|| < δ, then |h(u, v)| < ε. Let Sδ be the set of k and j such that 1

δ2
F̃
(

k
n ,

j
nk

)
>

1. Then,

∑

(k, j)∈Sδ

p̃n,k(x0; I ) p̃nk , j (y0; [φ1, φ2])

<
1

δ2

∑

(k, j)∈Sδ

F̃

(
k

n
,

j

nk

)
p̃n,k(x0; I ) p̃nk , j (y0; [φ1, φ2])

� 1

δ2

(
B̃n[(u − x0)

2] + B̃n[(v − y0)
2]
)∣∣∣

(u,v)=(x0,y0)

= O
(
1

n

)
.

Moreover, we have

∑

(k, j)/∈Sδ

F̃

(
k

n
,

j

nk

) ∣∣∣∣H̃
(

k

n
,

j

nk

)∣∣∣∣ p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])

< ε
∑

(k, j)/∈Sδ

F̃

(
k

n
,

j

nk

)
p̃n,k(x0; I ) p̃nk , j (y0; [φ1, φ2]) � O

(
1

n

)
.
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Thus,

∣∣∣B̃n

[
||(u, v) − (x0, y0)||2 h(u, v)

]∣∣∣

�
∑

(k, j)∈Sδ

∣∣∣∣F̃
(

k

n
,

j

nk

)
H̃

(
k

n
,

j

nk

)∣∣∣∣ p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])

+
∑

(k, j)/∈Sδ

F̃

(
k

n
,

j

nk

) ∣∣∣∣H̃
(

k

n
,

j

nk

)∣∣∣∣ p̃n,k(x; I ) p̃nk , j (y; [φ1, φ2])

� M
∑

(k, j)∈Sδ

p̃n,k(x0; I ) p̃nk , j (y0; [φ1, φ2]) + O
(
1

n

)

� O
(
1

n

)
,

where

M = sup
(u,v)∈�

∣∣∣||(u, v) − (x0, y0)||2 h(u, v)

∣∣∣ .

Putting all the above together, we get

∣∣∣B̃n[ f (x, y),�]∣∣
(x,y)=(x0,y0)

− f (x0, y0)
∣∣∣ � O

(
1

n

)
,

and the result follows. 	


6 Shifted Bernstein-Type Operators

We define the shifted bivariate Bernstein-type operator. Let φ1 and φ2 be two contin-
uous functions, and let I = [a, b] be an interval such that φ1 < φ2 on I . Let � ⊂ R

2

be the domain bounded by the curves y = φ1(x), y = φ2(x), and the straight lines
x = a, x = b. Let

T (x, y) = (τ (x), σx (y)), (x, y) ∈ �,

where τ is any continuously differentiable function on I , such that τ(a) = a, τ (b) =
b, and τ ′(x) > 0 for x ∈ I , and for each fixed x ∈ I , σx is any continuously
differentiable function on [φ1(x), φ2(x)], such that σx (φ1(x)) = φ1(x), σx (φ2(x)) =
φ2(x), and σ ′

x (y) > 0 for y ∈ [φ1(x), φ2(x)].
For every function f (x, y) defined on �, define the function

F̃T (u, v;�) = f ◦ T −1 ((b − a) u + a, (φ̃2(u) − φ̃1(u)) v + φ̃1(u)
)
,

for 0 � u � 1, and 0 � v � 1, where φ̃i , i = 1, 2, are defined in (5.1).
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The shifted bivariate Bernstein-type operator is defined as

C̃ T
n [ f (x, y),�] =

n∑

k=0

nk∑

j=0

F̃T
(

k

n
,

j

nk
;�

)
p̃n,k(τ (x); I ) p̃nk , j (σx (y); [φ1, φ2]),

for (x, y) ∈ �, where nk = n − k or nk = k for 0 � k � n.
Written in terms of the univariate classical Bernstein basis, we get

C̃ T
n [ f (x, y),�] =

n∑

k=0

nk∑

j=0

F̃T
(

k

n
,

j

nk
;�

)
pn,k

(
τ(x) − a

b − a

)

pnk , j

(
σx (y) − φ1(x)

φ2(x) − φ1(x)

)
.

Proposition 6.1 For every function f (x, y) defined on �,

lim
n→+∞ C̃ T

n [ f (x, y),�] = f (x, y).

Proof Let u = τ(x) and, for each x ∈ I , v = σx (y). Then,

C̃ T
n [ f (x, y),�] =

n∑

k=0

nk∑

j=0

F̃

(
k

n
,

j

nk
; a, b

)
p̃n,k(u; I ) p̃nk , j (v; [φ1, φ2])

= B̃n[( f ◦ T )(u, v),�].

From Theorem 5.3, we have B̃n[( f ◦ T )(u, v),�] = B̃n[ f (x, y),�] converges
uniformly to f (x, y). Hence, C̃ T

n [ f (x, y),�] converges uniformly to f (x, y). 	

Now, we study shifted Bernstein-type operators defined on each quadrant of B2,

denoted by Bi for i = 1, 2, 3, 4. We will choose T and nk such that, for any function,
the approximation given byBernstein-type operators on each quadrant is a polynomial.
(i) For x ∈ [0, 1], let τ(x) = x2 and, for each fixed value of x , let σx (y) =
y2/

√
1 − x2. Let nk = n − k, φ1(x) = 0, and φ2(x) = √

1 − x2. Then,

p̃n,k(x2; [0, 1]) =
(

n

k

)
x2 k (1 − x2)n−k,

p̃n−k, j (σx (y); [φ1, φ2]) = 1

(1 − x2)n−k

(
n − k

j

)
y2 j (1 − x2 − y2)n−k− j ,

F̃T (u, v; B1) = f
(√

u,
√

(1 − u) v
)

,

where B1 = {(x, y) ∈ R
2 : x2 + y2 � 1, x, y � 0}. Then,

C̃ T
n [ f (x, y), B1] =

n∑

k=0

n−k∑

j=0

f

(√
k

n
,

√
j

n

) (
n

k j

)
x2k y2 j (1 − x2 − y2)n−k− j .
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(ii) For x ∈ [−1, 0], let τ(x) = −x2 and, for each fixed value of x , let σx (y) =
y2/

√
1 − x2. Let nk = k, φ1(x) = 0, and φ2(x) = √

1 − x2. Then,

p̃n,k(−x2; [−1, 0]) =
(

n

k

)
(1 − x2)k x2n−2k,

p̃k, j (σx (y); [φ1, φ2]) = 1

(1 − x2)k

(
k

j

)
y2 j

(
1 − x2 − y2

)k− j
,

F̃T (u, v; B2) = f (−√
1 − u,

√
u v),

where B2 = {(x, y) ∈ R
2 : x2 + y2 � 1, x � 0, y � 0}. Then,

C̃ T
n [ f (x, y), B2] =

n∑

k=0

k∑

j=0

f

(
−
√
1 − k

n
,

√
j

n

)

(
n

k

)(
k

j

)
x2n−2k y2 j (1 − x2 − y2)k− j .

(iii) For x ∈ [−1, 0], let τ(x) = −x2 and, for each fixed value of x , let σx (y) =
−y2/

√
1 − x2. Let nk = k, φ1(x) = −√

1 − x2, and φ2(x) = 0. Then,

p̃n,k(−x2; [−1, 0]) =
(

n

k

)
(1 − x2)k x2n−2k,

p̃k, j (σx (y); [φ1, φ2]) = 1

(1 − x2)k

(
k

j

)(
1 − x2 − y2

) j
y2k−2 j ,

F̃T (u, v; B3) = f
(
−√

1 − u,−√u (1 − v)
)

,

where B3 = {(x, y) ∈ R
2 : x2 + y2 � 1, x, y � 0}. Then,

C̃ T
n [ f (x, y), B3] =

n∑

k=0

k∑

j=0

f

(
−
√
1 − k

n
, −
√

k − j

n

)

(
n

k

)(
k

j

)
x2n−2k y2k−2 j (1 − x2 − y2) j .

(iv) For x ∈ [0, 1], let τ(x) = x2 and, for each fixed value of x , let σx (y) =
−y2/

√
1 − x2. Let nk = n − k, φ1(x) = −√

1 − x2, and φ2(x) = 0. Then,

p̃n,k(x2; [0, 1]) =
(

n

k

)
x2 k (1 − x2)n−k,

p̃n−k, j (σx (y); [φ1, φ2]) = 1

(1 − x2)n−k

(
n − k

j

)
(1 − x2 − y2) j y2n−2k−2 j ,

F̃T (u, v; B4) = f
(√

u, −√(1 − u) (1 − v)
)

,
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where B4 = {(x, y) ∈ R
2 : x2 + y2 � 1, x � 0, y � 0}. Then,

C̃ T
n [ f (x, y), B4] =

n∑

k=0

n−k∑

j=0

f

(√
k

n
, −
√
1 − k + j

n

)

(
n

k j

)
x2k(1 − x2 − y2) j y2n−2k−2 j .

Similar to (4.1),we can define a piecewiseBernstein-type operator onB2 as follows:

C n[ f (x, y),B2] =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

C̃ T
n [ f (x, y), B1], (x, y) ∈ B1,

C̃ T
n [ f (x, y), B2], (x, y) ∈ B2,

C̃ T
n [ f (x, y), B3], (x, y) ∈ B3,

C̃ T
n [ f (x, y), B4], (x, y) ∈ B4.

(6.1)

The proof of the following proposition is similar to that of Proposition 4.1.

Proposition 6.2 For any function f on B2, C n[ f (x, y),B2] is a continuous function
on B2.

7 Better Order of Approximation

In [3], Butzer studied a certain linear combination of univariate Bernstein operators
that, under certain conditions, give a better order of approximation compared with the
classical operators. For a bounded function f (x) defined on [0, 1], Butzer considers
the linear combination of Bernstein polynomials

L[2k]
n f (x) = αk B2k n f (x) + αk−1 B2k−1n f (x) + · · · + α0 Bn f (x), k � 0,

where the constants α j = α j (k) satisfy

αk + αk−1 + · · · + α0 = 1.

The polynomials L[2k]
n f (x) satisfy the recurrence relation

(2k − 1)L[2k]
n f (x) = 2kL

[2k−2]
2n f (x) − L[2k−2]

n f (x),

L[0]
n f (x) = Bn f (x), (7.1)

and, if f (2k) exists at a point x ∈ [0, 1], then

L[2k−2]
n f (x) − f (x) = O

(
n−k

)
, k � 0.
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Using (7.1), we can obtain the following explicit expressions for the constants α j ’s,

α j =
k∏

i=0
i �= j

2 j

2 j − 2i
, 0 � j � k. (7.2)

In [14], May considers a slightly more general operator S[k]
n [ f (x); d0, d1, . . . ,

dk] ≡ S[k]
n [ f (x); d j ] given by

S[k]
n [ f (x); d j ] =

k∑

j=0

k∏

i=0
i �= j

d j

d j − di
Bd j n f (x),

S[0]
n [ f (x); d j ] = Bd0n f (x), (7.3)

where d0, d1, . . . , dk are positive integers. Notice that if d j = 2 j , then

S[k]
n [ f (x); d j ] = L

[2k]
n f (x). Moreover, if d j = j + 1, then S[2k−1]

n [ f (x); j + 1]
is a polynomial of degree 2kn. However, May proved that if f (2k+1) exists, then

S[2k−1]
n [ f (x), j +1] converges to f (x) at a rate of n−2k

and, hence, S[2k−1]
n [ f (x), j +

1] and L
[2k]
n f (x) are polynomials of the same degree, but S[2k−1]

n [ f (x), j + 1]
has a faster rate of convergence than L

[2k]
n f (x). Observe that for k = 1, we have

S[2k−1]
n [ f (x); j + 1] = S[k]

n [ f (x); 2 j ].
Motivated by the construction in (7.3), we define the following bivariate operators

S̃[k]
n [ f (x, y); d j ] =

k∑

j=0

k∏

i=0
i �= j

d j

d j − di
B̃d j n[ f (x, y),B2],

S̃[0]
n [ f (x, y); d j ] := B̃d0n[ f (x, y),B2], (7.4)

and

R̃[k]
n [ f (x, y), d j ] :=

k∑

j=0

k∏

i=0
i �= j

d j

d j − di
C d j n[ f (x, y),B2],

R̃[0]
n [ f (x, y); d j ] := C d0n[ f (x, y),B2]. (7.5)

Although we do not study the approximation behavior of these operators here, the
numerical experiments in the following section suggest a better rate of convergence
than B̃n and C n .
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8 Numerical Experiments

In this section, we present numerical experiments where we compare the shifted
Bernstein–Stancu operator B̃n on B2, and the shifted Bernstein-type operator C n

in (6.1). To do this, we consider different functions defined on B2. For each func-
tion f (x, y), we compute B̃n[ f (x, y),B2] and C n[ f (x, y),B2]. We use a set of
points randomly distributed on the unit disk (generated by mesh function in Mathe-
matica) to compare the function to its approximations. For B̃n[ f (x, y),B2], we use
630 points (xi , yi ). We set zi = f (xi , yi ), 1 � i � 630, and ẑi equal to the value of
B̃n[ f (x, y),B2] at the respective point (xi , yi ), and compute the root-mean-square
error (RMSE) as follows:

RMSE( f , B̃n) =
√√√√

630∑

i=1

(zi − ẑi )2

630
.

Similarly, for C n[ f (x, y),B2], we use randomly distributed 1082 points (x̄ j , ȳ j ). We
set w j = f (x̄ j , ȳ j ), 1 � j � 1082, and w̄ j equal to the value of C n[ f (x, y),B2] at
the respective point (x̄ j , ȳ j ), and compute the RMSE as follows:

RMSE( f ,C n) =
√√√√

1082∑

j=1

(w j − w̄ j )2

1082
.

In each case, we plot the RMSE for increasing values of n using Mathematica.
For each operator, the set of points used to compute the RMSE consists of a fixed

number of points. On the other hand, the number of mesh points used to represent
each operator depends on n.

We represent C n[ f (x, y),B2] on each quadrant using different colors as shown
in Fig. 4. We take n = 100, then the mesh required to obtain the operator for each
quadrant consists of 20200 points.

For B̃n[ f (x, y),B2], we take n = 200. Then, the mesh required to obtain the
operator for all the unit disk consists of 40401 points.

We note that the operator C n requires two evaluations at the mesh points on the
common boundaries of two adjacent quadrants. Therefore, the operator B̃n needs a
smaller number of evaluations than the operator C n since, for a fixed n, B̃n and C n

are composed of (n + 1)2 and 2 (n + 1) (n + 2) evaluations, respectively.
Additionally, we compute the RMSE for S̃[1]

n [ f (x, y), 2 j ] and R̃[1]
n [ f (x, y), 2 j ]

using the same set of randomly distributed points as before.
We note that, from the definition, we have

S̃[1]
n [ f (x, y); 2 j ] = 2 B̃2 n[ f (x, y),B2] − B̃n[ f (x, y),B2],

R̃[1]
n [ f (x, y), 22] = 2C 2 n[ f (x, y),B2] − C n[ f (x, y),B2].

123



  127 Page 28 of 38 M. J. Recarte et al.

y

x

y

x

Fig. 4 Left: Mesh for C n with n = 15. Color code for disk quadrants (B1 red; B2 green; B3 yellow; B4
purple). Right: Mesh for B̃n with n = 15

Fig. 5 Graph of
f (x, y) = x sin(5x − 6y) + y
on B2

For a fixed n, the mesh required to obtain B̃2 n (respectively, C 2 n) is a refinement
of the mesh required for B̃n (respectively, C n). Therefore, R̃[1]

n [ f (x, y), 2 j ] and
S̃[1]

n [ f (x, y), 2 j ] require (2n + 1)2 and 2 (2n + 1) (2n + 2) evaluations, respectively.

8.1 Example 1

First, we consider the continuous function

f (x, y) = x sin(5x − 6y) + y, (x, y) ∈ B2.

The graph of f (x, y) is shown in Fig. 5, and the approximations C n[ f (x, y),B2]
and B̃n[ f (x, y),B2] are shown in Fig. 6. We list the RMSE of both approxima-
tions for different values of n in Table 1 and plot them together in Fig. 7, where
the characteristic slow convergence inherited from the univariate Bernstein operators
is observed. Moreover, the corresponding RMSEs are shown in Table 2 and Fig. 8
for S̃[1]

n [ f (x, y), 2 j ] and R̃[1]
n [ f (x, y), 2 j ], where a seemingly better approximation

behavior can be observed.
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Fig. 6 Approximations overlapped with the graph of f (x, y). Left: C n [ f (x, y),B2]. Right:
B̃n [ f (x, y),B2]

Table 1 RMSE for different
values of n

n C n [ f (x, y),B2] B̃n [ f (x, y),B2]
10 0.191411 0.30623

20 0.117881 0.209091

30 0.0860663 0.16182

40 0.0682511 0.132416

50 0.0568288 0.112151

60 0.0488602 0.0972969

70 0.0429694 0.0859318

80 0.0384267 0.0769527

Fig. 7 Plot of RMSE in Table 1

10 20 30 40 50 60 70 80

0.05

0.1

0.15

0.2

0.25

0.3

n

RMSE

C n[f(x, y),B2]
˜Bn[f(x, y),B2]

8.2 Example 2

Now, we consider the continuous periodic function

g(x, y) = sin(10x + y), (x, y) ∈ B2.

Its graph is shown in Fig. 9. It can be observed in Fig. 10 that the approximation error
for both operators is larger at themaximum andminimum values of the function. Table
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Table 2 RMSE for different
values of n n R̃[1]

n [ f (x, y); 2 j ] S̃[1]
n [ f (x, y); 2 j ]

10 0.0592126 0.14241

20 0.0306588 0.0666483

30 0.0217412 0.0389884

40 0.0171251 0.0258265

50 0.014188 0.0185806

60 0.0121117 0.0141754

70 0.0105426 0.0112949

80 0.00929964 0.009302

Fig. 8 Plot of RMSE in Table 2
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˜R[1]
n [f(x, y); 2j ]

˜S [1]
n [f(x, y); 2j ]

Table 3 RMSE for different
values of n

n C n [g(x, y),B2] B̃n [g(x, y),B2]
10 0.535344 0.700146

20 0.366915 0.613427

30 0.278477 0.526227

40 0.225091 0.454904

50 0.189454 0.398559

60 0.163967 0.353775

70 0.144812 0.317628

80 0.129872 0.287968

3 and Fig. 11 contain further evidence of this larger error. Moreover, in comparison
with the previous example, it seems that the rate convergence of C n[g(x, y),B2]
is significantly faster than the rate of convergence of B̃n[g(x, y),B2]. Table 4 and
Fig. 12 show the errors corresponding to R̃[1]

n [ f (x, y), 2 j ] and S̃[1]
n [ f (x, y), 2 j ]. In

comparison with B̃n and C n , R̃[1]
n , and S̃[1]

n appear to have a better approximation
behavior.
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Fig. 9 Graph of
g(x, y) = sin(10x + y) on B2

Fig. 10 Approximations overlapped with the graph of g(x, y). Left: C n [g(x, y),B2]. Right: B̃n [g(x, y),

B2]

Fig. 11 Plot of RMSE in Table 3

10 20 30 40 50 60 70 80

0.1

0.2

0.3

0.4

0.5

0.6

0.7
·1

n

RMSE

C n[g(x, y),B2]
˜Bn[g(x, y),B2]

123



  127 Page 32 of 38 M. J. Recarte et al.

Table 4 RMSE for different
values of n n R̃[1]

n [g(x, y); 2 j ] S̃[1]
n [g(x, y); 2 j ]

10 0.231422 0.53511

20 0.116893 0.300211

30 0.0799078 0.18369

40 0.061706 0.122657

50 0.0506578 0.0873721

60 0.043083 0.0652876

70 0.0374756 0.0505948

80 0.0331074 0.0403428

Fig. 12 Plot of RMSE in Table 4
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8.3 Example 3

Here, we consider the continuous function

h(x, y) = ex2−y2 − xy, (x, y) ∈ B2,

(see Fig. 13). Both approximations are shown in Fig. 14, and their respective RMSEs
are listed in Table 5 and plotted in Fig. 15. Observe that, in this case, the RMSEs for
both approximations are significantly smaller than in the previous examples. More-
over, based on Fig. 15, it seems that for sufficiently large values of n, the rate of
convergence of both approximations is considerably similar to each other. Table 6
and Fig. 16 also show similar approximation behavior between S̃[1]

n [ f (x, y), 2 j ] and
R̃[1]

n [ f (x, y), 2 j ].
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Fig. 13 Graph of

h(x, y) = ex2−y2 − xy

Fig. 14 Approximations overlapped with the graph of h(x, y). Left: C n [h(x, y),B2]. Right: B̃n [h(x, y),

B2]

Table 5 RMSE for different
values of n

n C n [h(x, y),B2] B̃n [h(x, y),B2]
10 0.0505862 0.140837

20 0.0293585 0.0685387

30 0.0213945 0.0455634

40 0.017105 0.0342737

50 0.0143844 0.0275514

60 0.0124871 0.0230843

70 0.0110789 0.0198962

80 0.00998647 0.0175041

8.4 Example 4

In this numerical example, we are interested in observing the behavior of shifted
Bernstein-type and shifted Bernstein–Stancu operators at jump discontinuities.

Let us consider the following discontinuous function:

η(x, y) =

⎧
⎪⎨

⎪⎩

1, if x2 + y2 < 0.5,

0, if 0.5 � x2 + y2 � 0.8,

0.5, if 0.8 < x2 + y2 � 1.

The graph of η(x, y) is shown in Fig. 17 and the approximations are shown in Fig. 14.
It is interesting to observe the behavior of the approximations at the points of jump
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Fig. 15 Plot of RMSE in Table 5
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Table 6 RMSE for different
values of n n R̃[1]

n [h(x, y); 2 j ] S̃[1]
n [h(x, y); 2 j ]

10 0.015677 0.0188267

20 0.00931191 0.0087729

30 0.0068375 0.00610222

40 0.00545586 0.00479186

50 0.00455264 0.00399096

60 0.00390752 0.00343958

70 0.00341937 0.0030301

80 0.00303472 0.00270966

Fig. 16 Plot of RMSE in Table 6
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Fig. 17 Graph of η(x, y)

Fig. 18 Approximations overlapped with the graph of η(x, y). Left: C n [η(x, y),B2]. Right: B̃n [η(x, y),

B2]
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Fig. 19 Cross-sectional view of the approximations for increasing values of n. Left:C n [η(x, y),B2]. Right:
B̃n [η(x, y),B2]

discontinuities and, thus, we have included Fig. 19, where we show a cross-sectional
view of the approximations with increasing values of n. As in the univariate case, it
seems that the Gibbs phenomenon does not occur. Finally, Table 7 and Fig. 20 expose
a significantly slow convergence rate for this discontinuous function in comparison
with the previous continuous examples. As can be seen in Table 8 and Fig. 21, it seems
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Table 7 RMSE for different
values of n

n C n [η(x, y),B2] B̃n [η(x, y),B2]
10 0.216588 0.270366

20 0.175754 0.243468

30 0.156563 0.223305

40 0.144805 0.210916

50 0.136559 0.205949

60 0.130305 0.192988

70 0.125319 0.193887

80 0.121205 0.187675

Fig. 20 Plot of RMSE in Table 7
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Table 8 RMSE for different
values of n n R̃[1]

n [η(x, y); 2 j ] S̃[1]
n [η(x, y); 2 j ]

10 0.173582 0.203794

20 0.132669 0.149787

30 0.121201 0.140103

40 0.108429 0.122498

50 0.102915 0.120874

60 0.0959724 0.111816

70 0.0923721 0.111529

80 0.0878217 0.105521
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Fig. 21 Plot of RMSE in Table 8
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that a better approximation can be obtained with the operators S̃[1]
n [ f (x, y), 2 j ] and

R̃[1]
n [ f (x, y), 2 j ].
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