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A B S T R A C T

We study the thermodynamic efficiency of the Malkus–Lorenz waterwheel. For this purpose, we derive an exact
analytical formula that describes the efficiency of this dissipative structure as a function of the phase space
variables and the constant parameters of the dynamical system. We show that, generally, as the machine
is progressively driven far from thermodynamic equilibrium by increasing its uptake of matter from the
environment, it also tends to increase its efficiency. However, sudden drops in the efficiency are found at
critical bifurcation points leading to chaotic dynamics. We relate these discontinuous crises in the efficiency
to a reduction of the attractor’s average value projected along the phase space dimensions that contribute
to the rate of entropy generation in the system. In this manner, we provide a thermodynamic criterion that,
presumably, governs the evolution of far-from-equilibrium dissipative systems towards their self-assembly and
synchronization into increasingly complex networks and structures.
1. Introduction

The concept of dissipative structure was coined by the physical
chemist Ilya Prigogine and his collaborators in the late 1960s to des-
ignate open physical systems that operate far from thermodynamic
equilibrium as a consequence of the continuous flow of matter and en-
ergy from and towards their environment [1]. Among these exchanges,
open systems dissipate energy in terms of irreversible heat flow to their
surroundings, a process that is always accompanied by the generation
of entropy. Dissipative structures are ubiquitous throughout all the
scales of the physical realm, from fundamental electrodynamic parti-
cles [2,3] to astrophysical systems, such as Cepheid variable stars [4]
and, more generally, stars and black holes [5,6]. We can find them
in autocatalytic reactions and chemical clocks [7,8], in thermoacoustic
oscillators [9], in turbulent fluids where vortexes and convective phe-
nomena occur [10,11], or in the physics of lasers [12], for example. We
can also find them in the domain of life sciences, as in biogeochemical
cycles [13], in the metabolism of cells [14], in the cell cycle [15], in
neuronal dynamics [16], or in reaction–diffusion systems [17]. Finally,
the business cycles [18] in human societies and the more general
ecological cycles [19] can be classified as non-conservative systems as
well.
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All these nonlinear dynamical systems can be pushed away from
their homogeneous equilibrium states by modifying the intake and
release rates of energy and matter from the surroundings or, alter-
natively, by switching between various modes of dissipation. From a
mathematical point of view, these shifts correspond to variations in the
values of the model key parameters. As a consequence, these dynamical
systems typically experience universal bifurcations that trigger the
instability of their equilibrium states, prompting nonlinear oscillations.
This transition to instability frequently involves symmetry breaking [20],
giving rise to the appearance of stable coherent dynamical structures,
which emerge from the chaotic fluctuations that take place at the
underlying microscopic scale [21]. In turn, with their coherent motion,
these structures reduce the energy gradients enforced by the environ-
ment, converting exergy to work and relaxing such thermodynamic
stresses [22].

When dissipative systems are pushed further from equilibrium,
typical chaotic behavior frequently reemerges at the macroscopic scale
[21]. Then, chains of similar systems might couple through diffusive
currents [23]. This coupling can lead again to long-range correlations,
coherent behavior, and even dynamical synchronization at higher levels
of organizational hierarchy [24]. To some extent, this fact would
explain the bottom-up self-similar organization of nature. Furthermore,
vailable online 10 May 2023
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some authors have proposed that the ability of open physical sys-
tems to better compensate gradients and degrade exergy as instability
increases is consubstantial to them [22]. This is very important in
ecological systems since they can be regarded as enormous dissipative
structures integrated by many highly interconnected elements, which
self-organize as a whole to cool down the energy gradient imposed by
the sun [22].

Recent studies on thermodynamics of non-equilibrium chemical
systems address the effect of parameter variations and bifurcation
phenomena on thermodynamic variables such as energy or entropy
generation [25,26]. However, the study of general self-excited systems
as thermodynamic engines and their efficiency has been barely em-
phasized [27,28], being mostly side-tracked in the modern literature.
This is perhaps due to the fact that these nonlinear dynamical systems
are many times treated in a rather mathematical and abstract fashion,
without paying due attention to their detailed physical significance.
However, very recent works have conceptually unified all these non-
equilibrium dynamical systems under the principle of local activity [23]
on the one hand, and the concept of self-oscillation on the other [28].
Although there are several bifurcation routes that can lead to self-
organized phenomena in non-equilibrium systems, two outstanding
ones are the Hopf and the Pitchfork bifurcations [29,30]. Both universal
routes can lead to oscillatory and rotatory motion and, in extended
systems, to the development of autowaves, the formation of solitons,
and spatiotemporal chaos [23].

In the present work we use a mathematical model representing a
real thermodynamic machine called the Malkus–Lorenz wheel [31,32]
to study its efficiency and rate of entropy generation as it is driven
way from equilibrium. The driving is achieved by affecting the intake
nd release of matter from and to the environment. This machine
as developed by the engineers Willem Malkus and Louis Howard
t the MIT during the 1970s. Mathematically, it is equivalent to the
aradigmatic Lorenz system introduced by Edward Lorenz to unveil
he complex hidden order that is inherent to chaotic dynamics [33].
s it is well-known, this system is of historical importance because

t is intimately connected to the problem of atmospheric convection.
ince we compare our results to results gathered from experiments on
ayleigh-Bénard convection [34], which is of paramount relevance to

he study of far-from-equilibrium dynamical systems [10], constituting
n archetypal thermodynamic structure, we expect that our results
hall have widespread applicability to most, if not all, open physical
issipative systems.

. The Malkus–Lorenz wheel

.1. Model’s description

The Malkus–Lorenz wheel consists of a series of compartments
laced along a ring attached to a rotating wheel [35]. As shown in
ig. 1, the wheel is tilted at an angle 𝛼 from the floor. The position of
ach compartment can be referred to by its angular position 𝜃 along
he ring. The ones at the top of the wheel are continuously fed by

flow of water at a constant rate 𝑄(𝜃), entering from the nozzles
f a perforated hose located above them. Each compartment presents
comparatively small hole at the bottom, through which water is

ermanently released. Thin tubes are attached to these holes so that
he outward flow is essentially Poiseuille-like. In this manner, the mass
eakage rate can be approximated as proportional to the angular mass
ensity 𝜇(𝜃) of each compartment, with 𝐾 being the fractional leakage
ate. An adjustable magnetic brake allows controlling the rate of energy
issipation of the wheel. This loss of energy is represented using a linear
odel, in which the frictional torque is proportional to the velocity

f the wheel, as suggested by Faraday’s law. Thus the parameter 𝜈
epresents the strength of the rotational damping of the wheel. Finally,
he gravitational field 𝑔 produces the necessary torque that makes the
aterwheel rotate with a certain angular velocity 𝜔(𝑡).
2
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As it is evident, this thermodynamic machine maintains its cyclic
motion by taking water with high potential energy from the top and
filtering water at lower potential energy through the holes at the
bottom of the compartments. The energy dissipated due to friction
from the magnetic brake flows into the surroundings in the form of
heat. If the compartments are sufficiently small along the ring, we can
represent the dynamics of the fluid by using the continuity equation for
mass conservation
𝜕𝜇(𝜃, 𝑡)

𝜕𝑡
= 𝑄(𝜃) −𝐾𝜇(𝜃, 𝑡) − 𝜕

𝜕𝜃
𝜇(𝜃, 𝑡)𝜔(𝑡), (1)

ogether with Euler’s second equation describing the rotation of the
heel, which yields the integro-differential equation

�̇�(𝑡) = −𝜈𝜔(𝑡) + 𝑔𝑟 sin 𝛼 ∫

2𝜋

0
𝜇(𝜃) sin 𝜃𝑑𝜃, (2)

here we have assumed that the moment of inertia of the wheel is
ixed, what holds once the transient dynamics has exhausted. If we
ear in mind that the system is rotationally periodic, we can express
ts solutions in terms of the following Fourier series expansion

(𝜃, 𝑡) =
∞
∑

𝑛=0
(𝑎𝑛(𝑡) sin(𝑛𝜃) + 𝑏𝑛(𝑡) cos(𝑛𝜃)). (3)

ssuming that the inflow of water is symmetrical, we can expand
he function 𝑄(𝜃) as an even Fourier series with coefficients 𝑞𝑛. The
esulting set of equations can be written for all the modes of the wheel
s
�̇�𝑛(𝑡) = 𝑛𝜔(𝑡)𝑏𝑛(𝑡) −𝐾𝑎𝑛(𝑡)
�̇�𝑛(𝑡) = −𝑛𝜔(𝑡)𝑎𝑛(𝑡) −𝐾𝑏𝑛(𝑡) + 𝑞𝑛
�̇�(𝑡) = − 𝜈

𝐼
𝜔(𝑡) +

𝜋𝑔𝑟 sin 𝛼
𝐼

𝑎1(𝑡)
. (4)

Note that, because the torque produced by gravity changes harmon-
ically along the ring of the wheel, only the first order terms of the
Fourier expansion of the mass distribution couple to the rotational
motion. This yields a three-dimensional ODE system comprised by the
equations

�̇�1(𝑡) = 𝜔(𝑡)𝑏1(𝑡) −𝐾𝑎1(𝑡)
�̇�1(𝑡) = −𝜔(𝑡)𝑎1(𝑡) −𝐾𝑏1(𝑡) + 𝑞1
�̇�(𝑡) = − 𝜈

𝐼
𝜔(𝑡) +

𝜋𝑔𝑟 sin 𝛼
𝐼

𝑎1(𝑡)
. (5)

It can be mathematically demonstrated that this system is related to the
Lorenz equations after an affine transformation, yielding the system of
differential equations

�̇�(𝑡) = 𝜎(𝑦(𝑡) − 𝑥(𝑡))
�̇�(𝑡) = 𝜌𝑥(𝑡) − 𝑥(𝑡)𝑧(𝑡) − 𝑦(𝑡)
�̇�(𝑡) = 𝑥(𝑡)𝑦(𝑡) − 𝑧(𝑡)

, (6)

here the variable 𝑥(𝑡) is related to the angular velocity of rotation, the
ariable 𝑦(𝑡) relates to 𝑎1(𝑡), and 𝑧(𝑡) can be expressed in terms of 𝑏1(𝑡).
urthermore, the non-dimensional Rayleigh 𝜌 = 𝜋𝑔𝑟𝑞1∕𝜈𝐾2 and Prandtl
= 𝜈∕𝐼𝐾 numbers have been introduced. We highlight the importance

f Rayleigh number, since the thermodynamic efficiency of the water
heel can be expressed as a function of this parameter alone, when it

s far from equilibrium in the regular regime, before the onset of chaos.
t shall be used to represent the most remarkable bifurcation diagrams
f the present work.

.2. Model dynamical behavior

To better capture the effects of the dynamics of the Malkus–Lorenz
aterwheel on its thermodynamic efficiency, we briefly describe the
ost significant features of the system of Eqs. (5). To this end, we

epresent the bifurcation diagram of the angular velocity of the wheel
s the Rayleigh number increases (see Fig. 2). This diagram describes
he evolution of the fixed points as we drive the system far from
quilibrium by increasing the Rayleigh number 𝜌. It is computed by
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Fig. 1. The Malkus–Lorenz wheel. (a) Overhead view of the wheel, showing a sequence of compartments with holes at their bottom (black dots). A black hose injecting water
is shown on the right, and the angle of rotation 𝜃 has been specified for clarity. (b) Lateral view of the wheel, with the tilting angle 𝛼.
Fig. 2. Bifurcation diagram. The values of 𝜔(𝑡) at the various limit sets of the system
as the Rayleigh parameter 𝜌 is varied. We distinguish three regimes. Firstly, a wheel
at rest for 𝜌 < 1 can be seen. Secondly, a supercritical Pitchfork bifurcation befalls at
𝜌 = 1, and we find a wheel spinning uniformly clockwise or anticlockwise, depending
on the arm of the diagram selected. Finally, a subcritical Hopf bifurcation takes place
for 𝜌𝑐 = 17.5. The motion of the wheel becomes chaotic, alternating unpredictably from
a clockwise to an anticlockwise rotation.

numerically solving the Eqs. (5) in the time interval 𝑡 ∈ [0, 300] and
discarding transients, for one thousand values of the Rayleigh number
in the range 𝜌 ∈ [0, 30]. We have used a fourth order Runge–Kutta
method with adaptive step size as numerical scheme. Two simulations
with symmetric initial conditions have been considered, and plotted in
blue and red color, respectively. The ‘‘chasing attractors’’ technique has
been used for each branch. The last value of the phase space trajectory
for a certain parameter value is utilized as the initial condition to
compute the trajectory of the next parameter value. The detailed values
of the parameters appearing in Eqs. (5) are specified below.

From a physical point of view, this is achieved by progressively
increasing the income of water by raising the value of 𝑞1. This effect
can be equally achieved by augmenting the radius of the wheel 𝑟,
which leaves unmodified the value of the Prandtl number. In this
manner, we do not have to worry about the fact that, at some point, we
might overfeed the wheel, with the corresponding spill of the water.
For our purposes, we can distinguish three fundamental dynamical
regimes [36]:

1. As can be seen in Fig. 2, as long as 𝜌 < 1, there exists only one
stable fix point with values 𝜔∗ = 0, 𝑎∗1 = 0 and 𝑏∗1 = 𝑞1∕𝐾,
which corresponds to a waterwheel at rest. In this regime, the
3

water is evacuated too fast in comparison to the rate at which
it is fed. No room is left for the development of instabilities.
Any perturbation of the angular velocity is eventually eradi-
cated, leading to a global attractor. This attractor corresponds
to a passive system in a dead state of equilibrium. Importantly,
we highlight that this state is not an equilibrium state but a
stationary one from a thermodynamic point of view. A gradient
imposed on the system by the water inflow is conducted through
the compartments. Similarly, in the Bénard Cells experiment
heat is conducted before the convective rolls emerge.

2. As the gradient imposed by the potential energy of the water is
increased beyond the first critical value 𝜌 = 1, a supercritical
Pitchfork bifurcation occurs. The fixed point loses its stability
and the wheel starts to accelerate until it reaches a fixed limit
angular velocity. This value corresponds to 𝜔∗ = ±𝐾

√

𝜌 − 1,
𝑎∗1 = ±𝑞1

√

𝜌 − 1∕𝐾𝜌 and 𝑏∗1 = 𝑞1∕𝐾𝜌. The system is locally
active now, maintaining a steady coherent motion far from
equilibrium. Two facts deserve attention. Firstly, the rotational
velocity at equilibrium increases following a square root trend
as we drift apart from the unstable state 𝜔∗ = 0, by increasing 𝜌.
Secondly, the choice of the sense of rotation is, though determin-
istic, for all practical purposes, uncontrollable. Any fluctuation
at the microscopic scale can decide which sense of rotation
is accomplished as the bifurcation is traversed. Manifestly, the
critical bifurcation induces a symmetry breaking phenomenon
concerning the group of the parity transformation of the wheel.
Once an angular velocity settles, it remains stable under pertur-
bations smaller in size than such value of the speed (see Fig. 2
again). This stationary rotation portrays homeostasis because the
system reacts to small external perturbations through negative
feedback [37]. This reaction prevents a switch between the two
arms illustrated in the bifurcation diagram.

3. Stability analysis of Eqs. (5) can show that, as the system is
progressively driven beyond the critical point 𝜌𝑐 = 𝜎(𝜎 + 4)∕(𝜎 −
2), a subcritical Hopf bifurcation takes place. This second bi-
furcation destabilizes the two stable arms yielding a preexisting
chaotic motion, which encompasses both equilibrium points, as
the only possible asymptotic limit set. This strange attractor is
the famous Lorenz attractor, depicted in Fig. 3. It is stable as
a whole so that any perturbations driving the system away are
dissipated as time goes by. However, now the symmetry of the
system is broken everywhere since all the trajectories inside
the attractor are unstable. Little perturbations eventually make
nearby trajectories diverge. As shown ahead, on average, the
thermodynamic behavior of the system in this third domain,
which is posed very far from equilibrium, is not truly different
from what we observed in region two, except for the enhanced
sensitivity to external fluctuations. This internal instability might
make the system more adaptable to changes in the environment.
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Fig. 3. Lorenz attractor. A strange attractor representing the chaotic spinning of
the wheel, unpredictably switching from clockwise 𝐶+ to anticlockwise 𝐶− rotational
speeds.

3. Thermodynamic analysis

We now proceed to derive analytical expressions for some thermo-
dynamic properties of the waterwheel. In particular, we shall focus
on three fundamental quantities, which have been addressed in pre-
vious empirical studies with Bénard Cells [34]: the thermodynamic
efficiency, the entropy generation, and the exergy destruction. We can
comparatively study these properties in the waterwheel, which is more
faithfully represented by the Lorenz equations, relating them to the
empirical results of the more difficult spatiotemporal problem of fluid
convection. This relation will entail a discussion about some theoretical
conjectures that have been exposed in previous works [22], concerning
a proposal of a restated second law of thermodynamics for open sys-
tems. Mainly, as such systems are pushed far away from equilibrium by
some external gradients, they take advantage of all available means to
resist or to compensate them. Therefore, these authors propose that as
ecosystems grow and develop, they tend to increase their total dissipa-
tion to abet the highest exergy degradation, self-organizing themselves
into progressively complex dissipative structures, with increased energy
flow and cycling activity [22]. Arguably, these structures can later cou-
ple among them, generating greater diversity at the new hierarchical
levels.

3.1. Thermodynamic efficiency

The computation of the thermodynamic efficiency of the water-
wheel is achieved as follows. As depicted in Fig. 4, the system ingests
water with high potential energy, and with its motion takes it to the
bottom, where it can be evacuated at lower gravitational energy. Thus
we have a thermodynamic machine operating between two reservoirs
of matter, the hose at the top and the pipes enabling the leakage of
water. Since the temperature and the pressure of the water barely
change with the rotation of the wheel, we can neglect any changes in
the specific internal energy of the fluid. Moreover, once the motion has
converged to its asymptotic limit set, the internal energy of the water
remains constant, so that �̇�𝑠 = 0. If the dynamics of the wheel is chaotic,
we can still consider that this equality stands because, as can be shown
using Eqs. (5), the relation �̇�𝑖𝑛 = −�̇�𝑜𝑢𝑡 holds. Then, according to the
first law of thermodynamics, we can write the energy balance of the
wheel as

�̇� = �̇�(𝑖𝑛)
𝑝 − �̇�(𝑜𝑢𝑡)

𝑝 , (7)

where the minus sign has been introduced to account for the fact
that the power assumed from the hose is absorbed, while the power
through its leakage is emitted. As explained below, we have neglected
4

the loss of heat produced by the magnetic brake because it compensates
with the work done by its friction. Therefore, the efficiency 𝜂(𝑡) of the
waterwheel is given by the ratio of the power delivered to the rotation
and the energy taken from the reservoir 𝜂 = �̇� ∕�̇�(𝑖𝑛)

𝑝 . This computation
yields the equation

𝜂 = 1 −
�̇�(𝑜𝑢𝑡)
𝑝

�̇�(𝑖𝑛)
𝑝

. (8)

Later on, the power delivered to the rotation is converted to heat
through the dissipation of heat produced by the magnetic breaks. This
effect produces a uniform motion that, otherwise, would accelerate
without bound. In this case, the efficiency is constant, while in the case
of chaotic dynamics, we have to study the average efficiency along the
entire strange attractor. We stress that thermodynamic efficiency is a
dynamical variable.

Thus we have to compute the potential power injected to and
released by the Malkus–Lorenz wheel. This can be done as follows
with some effort. The mass of water at the top enters at a rate 𝑄(𝜃),
thus the potential energy of the incoming mass comprised by two
infinitesimally close points of the hose is 𝑑𝐸(𝑖𝑛)

𝑝 = 𝑄(𝜃)𝑔ℎ(𝜃)𝑑𝜃, where
ℎ(𝜃) = 𝑟 sin 𝛼(1 + cos 𝜃) is the height of the compartment at the angular
position 𝜃. Therefore, we have that the rate of energy inflow is

�̇�(𝑖𝑛)
𝑝 = 𝑔 ∫

2𝜋

0
𝑄(𝜃)ℎ(𝜃)𝑑𝜃. (9)

For simplicity, we assume a symmetric arrangement for the hose, with
𝑄(𝜃) = 𝑞 in the range |𝜃| < 𝛽. This yields

�̇�(𝑖𝑛)
𝑝 = 2 𝑔𝑟 sin 𝛼𝑞(𝛽 + sin 𝛽). (10)

On the other hand, the mass of water is leaked uniformly at a
fractional rate 𝐾, through any point placed along the ring of the wheel.
Since the mass of water in the compartment spanning the interval (𝜃,
𝜃 + 𝑑𝜃) is 𝑑𝑚 = 𝜇(𝜃)𝑑𝜃, this computation is even simpler, leading to

�̇�(𝑜𝑢𝑡)
𝑝 = 𝑔𝐾 ∫

2𝜋

0
𝜇(𝜃)ℎ(𝜃)𝑑𝜃. (11)

Only the two first even coefficients of the Fourier expansion of the mass
density contribute to the expel of power in terms of mass of water. The
results is

�̇�(𝑜𝑢𝑡)
𝑝 = 𝜋𝑔𝑟 sin 𝛼𝐾(2𝑏0 + 𝑏1). (12)

Therefore, we get the thermodynamic efficiency

𝜂 = 1 −
𝜋𝐾(2𝑏0 + 𝑏1)
2𝑞(𝛽 + sin 𝛽)

. (13)

In the second region shown in the bifurcation diagram, where the
rotation of the wheel is uniform, we can solve Eq. (4) and, using the
two first coefficients of 𝑄(𝜃), which are 𝑞0 = 𝛽𝑞∕𝜋 and 𝑞1 = 2𝑞 sin 𝛽∕𝜋,
obtain the fixed value of the efficiency in a closed form

𝜂∗ =
sin 𝛽

𝛽 + sin 𝛽

(

1 − 1
𝜌

)

. (14)

In the limit in which all the water is injected into the wheel through
a single hole 𝛽 → 0, and we get 𝜂∗ = (1 − 1∕𝜌)∕2. This equation
tells us that the efficiency of the wheel as the system is pushed far
from equilibrium is monotonically increasing. Note that the maximum
efficiency achievable corresponds to the limit 𝜌 → ∞, which yields an
upper bound of 𝜂𝑚𝑎𝑥 = 1∕2. In the forthcoming sections, we relate this
value to the Carnot’s efficiency of the machine [38]. Despite the ap-
pearances, this value is not too bad for a motor simply driven by a flow
of water. Typical values of efficiencies of heat engines range between
25% and 70% [39]. The second-law efficiency 𝜂𝐼𝐼 is frequently defined
to compute the efficiency of a thermodynamic engine relative to its
optimum level of operation 𝜂∕𝜂𝑚𝑎𝑥, which corresponds to reversible
processes [39]. This concept is relevant because it is related to the
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Fig. 4. The Lorenz system as an engine. The Malkus–Lorenz wheel as a thermodynamic machine that is powered by water with high potential power from a reservoir (the hose)
and that delivers water to another reservoir with low potential energy at some rate. As in traditional heat engines, the rate of power generation can be related to the difference
between incoming and outgoing energy rates.
Fig. 5. Entropy analysis. In the present figure we schematically represent the entropy
analysis of a dissipative structure according to the second law of thermodynamics.
The structure absorbs entropy through the income of heat and matter, and absorbs
negentropy through the outcome of heat and matter through some other channels. The
total rate of entropy generation is �̇�𝑠 = �̇�𝑒 + �̇�𝑔𝑒𝑛, where �̇�𝑒 = �̇�𝑖𝑛 + �̇�𝑜𝑢𝑡. For stationary
homeostatic systems �̇�𝑠 = 0, so that the generation of entropy balances with the entropy
interchanged with the environment.

exergy recovered by the machine [39]. In our case, this renormalized
concept of thermodynamic efficiency yields the neat expression

𝜂∗𝐼𝐼 = 1 − 1
𝜌
, (15)

a formula that evokes the efficiency of the Carnot’s cycle, where the
quotient of temperatures between the heat and the cold reservoirs has
been simply replaced by the quotient of income and outcome rates of
water flow.

In the case of chaotic dynamics we cannot derive a closed expression
for the efficiency because it evolves through the chaotic attractor.
Nevertheless, we can average the efficiency as the limit set is densely
covered by a particular trajectory. This entails us to write the average
thermodynamic efficiency as

⟨𝜂⟩ =
sin 𝛽

𝛽 + sin 𝛽

(

1 − ⟨𝑏1⟩
𝐾
𝑞1

)

, (16)

where the average of a function 𝑓 (𝑡) is computed for non-periodic
trajectories as follows

⟨𝑓 ⟩ = lim
𝜏→∞

1
𝜏 ∫

𝜏

0
𝑓 (𝑡)𝑑𝑡, (17)

always remaining bounded for strange attractors.

3.2. Entropy generation

A crucial thermodynamic variable in the study of dissipative struc-
tures is the rate of entropy generation �̇�𝑔𝑒𝑛. This magnitude measures
the degree of irreversibility of the system. As it has been recently
outlined [2,3], this fundamental irreversible character of open physical
systems might have its origin in the irretrievable radiation dissipated
to the ambient that, as we know thanks to the black body experi-
ment, is tantamount to heat [40]. Furthermore, entropy generation is
5

intimately related to exergy destruction by a thermodynamic system.
Exergy 𝑋 is the maximum available work (hence reversibly obtained)
that can be extracted from a system in disequilibrium with its environ-
ment [39,40]. Correspondingly, whenever a physical system presents
non-conservative forces, this capacity to do work is limited in some
way or another due to losses. Because external gradients are imposed on
dissipative structures, exergy, as a thermodynamic potential to perform
work, has to be of the uttermost relevance in open physical systems.
This contrasts with closed systems in thermodynamic equilibrium with
their environment (e.g. Helmoltz’s free energy 𝐹 is well suited for closed
physical systems in thermal equilibrium, while the Gibbs’ potential 𝐺
is mandatory when studying chemical equilibrium).

In general terms, the second law for open systems must be written
in the form

�̇�𝑠 = �̇�𝑒 + �̇�𝑔𝑒𝑛, (18)

with �̇�𝑠 the rate of entropy variation in the system (Fig. 5), �̇�𝑒 the
entropy interchange with the surroundings, and �̇�𝑔𝑒𝑛 the entropy pro-
duction rate [41]. As it is well-known, the second principle enforces
the inequality �̇�𝑔𝑒𝑛 ≥ 0. However, a system can decrease or increase
its entropy by interchanging it with its environment. In general terms,
dissipative structures operate at some stable stationary point, so that
they do no change their entropy �̇�𝑠 = 0, what again can be identified
with the physiological concept of homeostasis [37]. This implies that
negentropy must be attained �̇�𝑒 ≤ 0 by a release of entropy to the envi-
ronment in terms of an outward flow of matter or through transpiration
by heat. Even if the dynamics is chaotic at some point, on the average
we can consider ⟨�̇�𝑠⟩ = 0, as shown ahead. Thus the present analysis
can be easily extended to the chaotic realm.

In general, the rate of entropy interchange with the environment
includes all incoming and outgoing entropy flows in the form of matter
and heat. In the present case, there exists a flow of entropy into the
system in terms of a mass of water. The rate of entropy income is
�̇�𝑖𝑛 = �̇�𝑖𝑛𝑠, where 𝑠 is the specific entropy of the water. Since this
specific entropy barely changes during the motion of the wheel, we
can approximate the rate of entropy ejection due to matter and heat as
�̇�𝑜𝑢𝑡 = �̇�𝑜𝑢𝑡𝑠+�̇�∕𝑇 , where �̇� is the heat dissipated to the environment in
terms of electromagnetic radiation coming from the Foucault currents
inside the magnetic brake and 𝑇 is the temperature of the environment.
These currents arise as a consequence of the relative motion of a
conductor in a magnetic field, according to Faraday’s law. In the
stationary state �̇�𝑖𝑛 = −�̇�𝑜𝑢𝑡, thus we have that the matter contributions
cancel each other. According to the first principle of thermodynamics
or, more precisely, to the equivalence between heat and mechanical
work, �̇� = −�̇�𝑓𝑟𝑖𝑐 , what implies that �̇�𝑒 = −𝜈𝜔2∕𝑇 , where we recall
that 𝜈 describes the amount of friction. We assume that the wheel is in
equilibrium with the surroundings, neglecting the temperature gradient
in the immediate air around the brake. Therefore, following Eq. (18),
in the stationary state far from equilibrium, we obtain

�̇� = 𝜈𝜔2
. (19)
𝑔𝑒𝑛 𝑇
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Fig. 6. Thermodynamic efficiency. The value of the average efficiency as the
Rayleigh number is modified by increasing the rate of water income 𝜌 = 𝑞1. As the
system is pushed increasingly far from equilibrium, the efficiency increases. However,
at the Hopf bifurcation 𝜌𝑐 = 17.5 a sudden drop 𝛥𝜂 is observed. The maximum value
of the efficiency corresponds to 𝜂𝑚𝑎𝑥 = 0.48, in conformity with Eq. (14).

Furthermore, in the region of the parameter space where the rotational
motion is periodic we have 𝜔∗ = 𝐾

√

𝜌 − 1, what yields

�̇�∗
𝑔𝑒𝑛 =

𝜈𝐾2

𝑇
(𝜌 − 1), (20)

as long as the Rayleigh number 𝜌 is greater than one and smaller than
the critical value 𝜌𝑐 , before the onset of chaos. If we integrate Eq. (20)
over a full time period 𝜏∗ = 2𝜋∕𝜔∗, the generation of entropy per cycle
can be written as

𝛥𝑆∗
𝑔𝑒𝑛 =

2𝜋𝜈𝐾
𝑇

√

𝜌 − 1. (21)

It is evident that 𝛥𝑆∗
𝑔𝑒𝑛 tends to zero as 𝜈 goes to zero, as expected in

the case of a reversible machine. However, we notice that �̇�𝑔𝑒𝑛 does
not go to zero, which defies our intuition. This conflict lies in the
following fact. As the friction tends to vanish, the rotational speed
grows unbounded, and the machine’s cycle occurs instantaneously.
Here we see a significant difference with the reversibility frequently
imposed in equilibrium thermodynamics by making infinite-lasting
cycles that go through a series of very small steps, during which the
system interchanges energy with a sequence of external reservoirs. On
the contrary, when studying far from equilibrium phenomena, cyclic
processes last a finite amount of time. For this to happen, dissipation
is essential to avoid the divergence of the angular velocity to infinity
as time goes by, according to Newton’s second law, which has been
recently derived from Maxwell’s classical electrodynamics [2,3].

More importantly, we highlight that, as the system is progressively
driven far from equilibrium by increasing the water inflow, the rate
of entropy generation tends to increase, as it happened with the ther-
modynamic efficiency. This paradox is circumvented if we recall that
the energy flow is increasing so that more energy can be converted to
work. What is surprising is that the power of conversion in comparison
to the incoming power of energy is proportionally greater as we drive
the system away from equilibrium. This is a remarkable fact that
constitutes the first confirmation to the claims provided in previous
works [22], which are also in accordance with data gathered from
Bénard Cells’ experiments [34]. From a mathematical point of view,
these two statements can be written as
𝑑𝜂∗

𝑑𝜌
≥ 0 (22)

and as 𝑑�̇�∗
𝑔𝑒𝑛∕𝑑𝜌 ≥ 0, which holds everywhere except at the critical

bifurcation points. A more thorough analysis of this idea is provided in
the forthcoming section.
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When chaotic dynamics generates the power of the wheel, the
entropy generation must be averaged along the trajectory ⟨�̇�𝑔𝑒𝑛⟩ =
𝜈⟨𝜔2

⟩∕𝑇 , following the same recipe as before. Finally, the rate of exergy
destruction can be computed straightforwardly [39] by means of the
equation �̇�𝑑𝑒𝑠 = 𝑇 �̇�𝑔𝑒𝑛. This value constitutes the rate at which the ther-
modynamic cycling system is losing the opportunity to perform work
through irreversibilities. Certainly, exergy destruction is a hallmark of
the irreversible dynamics of dissipative structures, a price that they
must pay to ensure the maintenance of their energetic and structural
stability.

4. Numerical results

Since we want to delve deeper into the effects of chaos on the
efficiency of the waterwheel, we now present results from systematic
numerical simulations. For this purpose, we shall study in more detail
the properties of thermodynamic efficiency and entropy generation
(or exergy destruction), paying special attention to both the Rayleigh
and the Prandtl numbers. More specifically, we compute the average
efficiency ⟨𝜂⟩ of the wheel by integrating Eq. (13) according to Eq. (17),
and using a simple left rectangle rule to compute the integral. This has
required to compute large trajectories in the chaotic regime, sometimes
up to 𝑡 = 1000 s to ensure the convergence of the algorithm. Then, we
repeat the simulations exploring the parameter space of the wheel by
modifying the input of the water inflow 𝑞1 or the degree of friction
𝜈 (or both), depending on each case. This is done following the same
recipe described in Section 2, when the bifurcation diagrams were
initially introduced. The average entropy rate ⟨�̇�𝑔𝑒𝑛⟩ can be computed
straightforwardly from the average value of the squared rotational
speed of the wheel ⟨𝜔2

⟩.
In order to keep a clear meaning of the parameters, we avoid non-

dimensionalizing them. Instead, we set the values of the remaining
parameters as follows. Since the parameter 𝐾 always appears multi-
plying the value 𝜈, we consider for simplicity 𝐾 = 1 s−1 hereafter. The
moment of inertia can be taken as 𝐼 = 1 kg m2 since this parameter
can be reabsorbed by redefining the parameters 𝜈 and 𝑟. Following
the same argument as before, we can set a value for the radius of
𝑟 = 1 m. Again, without loss of generality, we also take an effective
value of the gravitational acceleration 𝑔𝑒𝑓𝑓 = 𝑔 sin 𝛼 = 10∕𝜋 m s−2,
for reasons explained below. Finally, the parameter 𝛽 = 0.7 rad unless
otherwise specified and the temperature of the laboratory is set to 𝑇 =
300 K. Other parameter values can be chosen if desired, yielding similar
results. This parameter choice leaves us two independent fundamental
parameters to study the dynamics of the wheel, which are 𝑞1 and 𝜈.
Using the parameter values introduced in the present paragraph, we can
identify these two parameters with 𝜌 = 10 𝑞1∕𝜈 and 𝜎 = 𝜈, respectively.

4.1. Thermodynamic efficiency

In the first place, we present the numerical computation of the
thermodynamic efficiency using 𝜈 = 10 s−1, leaving the Rayleigh
number 𝜌 = 𝑞1. As shown in Fig. 6, we can clearly distinguish three
regimes. When the wheel is at rest, there is no cyclic machine operating,
thus the efficiency is zero. Then, from 𝜌 = 1, up to the critical value 𝜌𝑐 =
17.5, the machine asymptotically cycles at a constant rate, clockwise
or anticlockwise. There is a monotonic relation between the rate of
water inflow 𝑞1 and the efficiency 𝜂 so that the further that it is pushed
the system from equilibrium, the more efficient that it converts energy
into work. This counterintuitive notion is related to the growth of the
amplitude of the attractor’s value 𝜔∗, which scales following a power
law. The trend follows exactly the analytical result appearing in our
previous study of the bifurcation diagram.

This is not completely novel, since a similar phenomenon can be
observed in traditional heat engines operating between two heat reser-
voirs (𝑒.𝑔. Carnot’s engine). When the temperature of the hot (cold)
reservoir is enhanced (reduced), the efficiency increases. The same
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Fig. 7. Largest Lyapunov exponent. The transition to the chaotic regime occurs for
𝜌 > 𝜌𝑐 , when the largest Lyapunov exponent grows above zero. Importantly, we detect
periodic windows with limit cycles beyond 𝜌𝑐 , what shows that, apart from the first
subcritical Hopf bifurcation, the chaotic nature of the motion is not really relevant for
the thermodynamic efficiency.

holds here since 𝜌 is directly proportional to 𝑞1 and inversely propor-
tional to 𝐾. However, since the present motor is time-irreversible, we
can also tune the efficiency by changing the parameter related to its
dissipative losses. Another distinction is that the variation of the param-
eters can trigger higher instabilities through bifurcation phenomena. At
this point, the analytic equation might not hold anymore.

When sustained chaotic motion appears in the system, an unex-
pected dip in thermodynamic efficiency can be observed (see again
Fig. 6). The average profile of the thermodynamic efficiency in the
chaotic regime cannot be analytically determined, but close to the
critical Rayleigh number 𝜌𝑐 , it follows the scaling behavior 𝜂 ∝ (𝜌−𝜌𝑐 )𝛼 ,
with critical exponent 𝛼 ≲ 1. From a physical point of view, this jump
occurs because the average value of 𝑏1 is increased. The water is more
evenly distributed and there is more water falling from the higher
compartments of the waterwheel. Furthermore, this is correlated to an
abrupt jump in the average value of 𝜔2 due to the crisis, produced
by the Hopf bifurcation. Indeed, during the turn backs of the wheel it
stops and the thermodynamic efficiency reduces. In absolute terms, this
corresponds to a measure of the average value of the strange attractor
along such a dimension of the phase space, and, as the reader can
confirm in the forthcoming section, to the rate of entropy generation.

This consideration introduces the first nuance concerning the claims
made by Schneider and Kay [22]. Here, in contrast, we show that,
despite the general tendency of the system to increase its ability to
reduce the external gradient imposed on the system, the efficiency can
experience dramatic changes at critical bifurcation points. It is not clear
if this occurs as well in convection experiments [34]. This important
issue deserves further exploration in many other types of dissipative
structures.

However, as the average value of the rotational speed keeps growing
in size, we again see a renewed increase in thermodynamic efficiency.
What we find outstanding is that the efficiency can grow even over
the highest values attained in the regular regime. This fact suggests
that chaos (or ‘‘freedom’’, so to speak) is not necessarily harmful to
thermodynamic efficiency. This idea is reinforced if we compute the
value of the largest Lyapunov exponent (see Fig. 7), which displays
sudden changes in windows of periodic behavior, without altering the
efficiency. As long as the attractor’s average value is not seriously jeop-
ardized, as it occurs through the critical bifurcations, chaotic dynamics
should not generally be an obstacle to the power production of an
engine.
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For completeness, we have also computed the value of the efficiency
as the parameter 𝜈 is varied. In (Fig. 8b) we show the efficiency as 𝜈
decreases from the value 𝜈 = 20 s−1 to zero, using a value for the inflow
of water of 𝑞1 = 20 km s−1. We appreciate a transition to the chaotic
regime followed by a return to regular dynamics. Again, two sudden
jumps can be detected as we enter and exit from the chaotic region.

Interestingly, when 𝜈 → 0 we observe in (Fig. 8a) that the speed
of the wheel diverges to infinity, as previously discussed. This value
corresponds to a ‘‘reversible’’ machine, where the maximum efficiency
is achieved. Consequently, we relate this limit to the Carnot’s regime
of the waterwheel. The quotation marks are deserved because, even
though 𝜈 makes the waterwheel reversible from a thermodynamic point
of view, the dynamical system is still dissipative, insofar as the trace of
the Jacobian of the system of Eq. (5), which is equal to −(2𝐾 + 𝜈), is
negative as long as 𝐾 > 0. In other words, there are two contributions
to the irreversibility of the dissipative structure from a dynamical point
of view: the loss of heat and the loss of water. Thus, in general, we see
that it is irretrievable losses that shoot the arrow of time of dissipative
structures [2,3]. However, this fact does not necessarily imply that
open dynamical systems tend to dead states, since energy can be fed
into them as well. In (Fig. 9a) the efficiency in the parameter space
is presented, where a sharp transition defined by the Rayleigh’s critical
value 𝜌𝑐 as a function of 𝜎 is insinuated. This critical curve separates the
region of parameter space where regular regime occurs, from the region
where chaotic dynamic can take place. Importantly, we see that this
curve has a vertical asymptote for 𝜈 = 2 s−1. Below this value the system
does not transit to chaotic regime as 𝑞1 is increased and there is no
phase transition, as shown in (Fig. 9b). Therefore, the efficiency curves
in this regime do not present any discontinuous jump as the water
inflow is increased and the efficiency monotonically raises towards its
maximum output.

4.2. Entropy generation

To conclude our thermodynamic analysis, we corroborate that the
critical drop in the efficiency is explained by the trend of the square
rotational speed 𝜔2 of the waterwheel, which is proportional to the
rate of entropy generation. This computation will also bear information
about the trends of entropy generation in the chaotic regime that, on
average, does not change when we compare it to the regular one.

In Fig. 10 we depict the average rate of entropy generation versus
the key parameter 𝜌. As previously demonstrated through mathematical
analysis, the tendency in the regular regime is linear. We also note
how this tendency is preserved on average during the chaotic regime.
And again, we also find an abrupt change when the Hopf bifurcation
takes place. In this manner, there is an interesting correlation between
thermodynamic efficiency and the rate of entropy generation.

Apart from the aforementioned jump, the fact that the tendency is
linear opposes to experimental results made with Bénard Cells. This
conflicts with a claim made in previous works [22]. Namely, that
exergy destruction, when plotted against the dimensionless parame-
ters that drive the system out of equilibrium, should have a positive
curvature. From a physical point of view, this is interpreted by these
authors in the following way. As a system is pushed further from
equilibrium, the efforts made by the system to compensate the external
gradients are greater in proportion. Our dynamical system constitutes
a counterexample to this statement, since the equation 𝑑2�̇�𝑔𝑒𝑛∕𝑑𝜌2 > 0
does not hold. In general, we expect that the curvature of the rate
of entropy generation curve should be related to the curvature of
the branches appearing in the bifurcation diagrams. This is because
linear phenomenological relations (together with Onsager’s reciprocal
relations, if desired) express the rate of entropy generation as a function
of the square of the generalized fluxes [41]. Then, for such a statement
to be true, the bifurcation branches of the generalized fluxes should
grow as a power higher than one-half (e.g., the angular velocity 𝜔 as
a function of 𝜌, in the case at study). Many other counterexamples
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Fig. 8. The effect of dissipation. (a) We show the bifurcation diagram as the Prandtl number 𝜎 = 𝜈∕𝐼𝐾 is varied by changing the value of 𝜈. A value of 𝑞1 = 20 kg s−1 has been
considered. We see a transition to chaotic regime. Note how the speed of the wheel diverges to infinity as 𝜎 → 0. The minimum and maximum values 𝜎𝑚𝑖𝑛 and 𝜎𝑚𝑎𝑥 delimiting
chaotic dynamics can be computed from the definition of the critical value 𝜌𝑐 . (b) The average efficiency of the wheel as the Prandtl number increases is plotted. The transitions
to chaotic regime are clearly identified. At 𝜎 → 0 the waterwheel reaches its maximum efficiency, corresponding to Carnot’s value.
Fig. 9. Efficiency parameter set. (a) The value of the thermodynamic efficiency as a function of the inflow of water and the dissipation of the wheel has been represented in the
parameter space. The dashed curve represents the transition from regular regime to chaotic dynamics and presents a vertical asymptote at 𝜈 = 2 (dotted line). If we delve deeper
into 𝑞1, periodic windows can be found, which do not affect the efficiency noticeably. (b) The efficiency for three different values of the friction 𝜈 in s−1. As we can see, below
the value 𝜈 = 2 there is no transition to chaotic regime and the discontinuity in the efficiency disappears (red curve). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
are expected within the theory of dynamical systems [42], and, in
principle, we cannot elucidate a mathematically compelling reason why
values even smaller than 1∕2 should be disallowed, depending on the
particular nature of the bifurcation branches that far from equilibrium.
Perhaps, this departure between the Lorenz model and the experimental
data gathered from studies of hydrodynamic convection indicates that
nonlinear phenomenological laws (e.g. a quadratic term of friction)
must be considered when the system is far enough from thermodynamic
equilibrium.

5. Discussion

In the present work we have shown that the proposal of a gen-
eralized second law for open thermodynamic systems expressed in
a positive way, and not just as a law stating the inaccessibility of
certain states, is plainly justified if we consider as central the concepts
of thermodynamic efficiency and exergy destruction [22]. Indeed, we
have provided analytical and numerical evidence that, as our dynamical
system is driven far from equilibrium, the thermodynamic efficiency
tends to increase. Furthermore, we have also confirmed a positive
correlation between thermodynamic efficiency and entropy production
or, equivalently, exergy destruction [22]. However, our study intro-
duces several particular amendments to some statements claimed in this
essay. Firstly, the efficiency can experience abrupt changes at critical
bifurcation points. Secondly, and in accordance with the previous fact,
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Fig. 10. Entropy generation. The average rate of entropy generation of the system
as it is pushed far from equilibrium tends to linearly increase. A slump is observed
when the system transits to chaotic regime, correlating entropy generation and
thermodynamic efficiency.

the rate of entropy generation does not increase at such transitions,
neither it always increases with positive curvature, even if it does
certainly increase elsewhere. Finally, we have also shown that the
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presence of chaos does not reduce the thermodynamic efficiency, as
long as the average value of the generalized fluxes over the limit cycle
attractor does not decrease.

Bearing in mind that we are considering linear phenomenological
laws, it is expected that as generalized fluxes transit through critical
bifurcation points in non-equilibrium thermodynamic systems, discon-
tinuous jumps in the entropy generation of the system shall arise.
This phenomenon is reminiscent of other first or second order phase
transitions commonly appearing in classical thermodynamics, where in
the present case the rotational speed of the wheel represents the order
parameter. For example, the self-organization of a fluid into convective
cells gives rise to the appearance of a characteristic length within a
periodic structure as the temperature is raised, what doubtlessly resem-
bles the formation of a crystal. Later on, as the temperature gradient
increases, the convection cells become turbulent and this crystal melts,
so to speak. Or, to bear another example of historical relevance, the
paramagnetic-ferromagnetic phase transition frequently represented by
the Ising model [43] can be regarded as a Pitchfork bifurcation in the
order parameter. Simply put, we claim that phase transitions should
generally be regarded as bifurcations of dynamical systems [44].

It was originally proposed by Boltzmann that the struggle for exis-
tence of living organisms is not just a struggle for raw materials, but
a struggle for entropy [45]. Later on Lotka proposed that natural se-
lection gives an advantage to those organisms whose energy-capturing
devices are most efficient seizing external available energy and funnel-
ing it into channels that favor the survival of the species [46,47]. This
concept was later reconsidered by Odum, who coined the expression
maximum power principle to denote this statement [48]. According to
his author, the thermodynamic efficiency and the total power pro-
uced by a physical system should be both considered the physical
agnitudes upon which the environment exerts a selective pressure,

avoring those structures that increase overall energy flow [48].
Here, we have related these two principles through a very spe-

ific mathematical instance: the second-law thermodynamic efficiency.
part from the size of the system 𝑟, this concept incorporates the rate

nflow of matter 𝑞, the rate of energy delivered to the environment
, and the degree of dissipation 𝜈. The former increase the entropy of

the thermodynamic structure, while the latter two produce negentropy.
In homeostatic structures, the last of the three is also related to the
entropy generation by the dissipative structure, which in turn depends
on the rate of entropy income, as proposed by Boltzmann. The three
elements can be tuned by a dissipative structure to better accommodate
and synchronize to other elements in its environment.

To conclude, and following Lotka’s principle, we propose that Dar-
winian evolution favors those dissipative structures that are thermody-
namically more efficient. We also draw attention to the fact that such
structures usually arrange integrating large complex networks, which
are coupled through diffusive currents [23,24]. These wirings entail the
formation of complex patterns and the propagation of nonlinear waves
through the ecosystem if the parameters of these structures are tuned to
values that are in the locally active domain of the parameter space [23].
The study of the effect of such connectivity and the resulting dynamics
on the overall thermodynamic efficiency is of paramount importance.
As larger chains are attained, more work-producing steps are added,
allowing to build up larger and more efficient exergy cycles capable
of reducing the energy gradient imposed by the sun [22]. It is then
reasonable to ask about the extent to which profound stresses exerted
on these strongly coupled cycles could damage the thermodynamic
efficiency of the biosphere [22].
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