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A B S T R A C T

Context: Since 1998, the ACM/IEEE 25th International Conference on Model Driven Engineering Languages
and Systems (MODELS) has been studying all aspects surrounding modeling in software engineering, from
languages and methods to tools and applications. In order to enable empirical studies, the MODELS community
developed a need for having examples of models, especially of models used in real software development
projects. Such models may be used for a range of purposes, but mostly related to domain analysis and software
design (at various levels of abstraction). However, finding such models was very difficult. The most used ones
had their origin in academic books or student projects, which addressed ‘‘artificial’’ applications, i.e., were
not base on real-case scenarios. To address this issue, the authors of this reflection paper, members of the
modeling and of the mining software repositories fields, came together with the aim of creating a dataset
with an abundance of modeling projects by mining GitHub. As a scoping of our effort we targeted models
represented using the UML notation because this is the lingua franca in practice for software modeling. As a
result, almost 100k models from 22k projects were made publicly available, known as the Lindholmen dataset.
Objective: In this paper, we analyze the impact of our research, and compare this to what we envisioned in
2016. We draw practical lessons gained from this effort, reflect on the perils and pitfalls of the dataset, and
point out promising avenues of research.
Method: We base our reflection on the systematic analysis of recent research literature, and especially those
papers citing our dataset and its associated publications.
Results: What we envisioned in the original research when making the dataset available has to a major extent
not come true; however, fellow researchers have found alternative uses of the dataset.
Conclusions: By understanding the possibilities and shortcomings of the current dataset, we aim to offer the
research community i) future research avenues of how the data can be used; and ii) raise awareness of the
limitations, not only to point out threats to validity of research, but also to encourage fellow researchers to
find ideas to overcome them. Our reflections can also be helpful to researchers who want to perform similar
mining efforts.
. Summary and main contributions of the original paper

Before 2016, having examples of models, especially of models used
n real projects, was a difficult task. There were very few models that
ould be used as examples. The most used ones had their origin in
cademic books, which addressed ‘‘artificial’’ applications, i.e., were
ot base on real-case scenarios. The need for having datasets with
odels can be seen on several previous initiatives to collect datasets,
hich are often limited in the number of collected models [1]. The

ollections of models were usually fed from examples from software en-
ineering books (including text books on UML), and diagrams gathered
ith the help of Google Images. However, the number of models was

∗ Corresponding author.
E-mail address: gregorio.robles@urjc.es (G. Robles).

limited (e.g., in 2016 the largest dataset contained more than 800 class
diagrams [2]) and, among them, those that came together with other
elements of a software project (in particular, but not only, its source
code) were even fewer.

To address this issue, members of the modeling and from the mining
software repositories fields worked together with the aim of creating a
dataset with an abundance of modeling projects. The expertise of the
members of the modeling field lied in the fact of having searched for
years for models. The expertise of the miners was in how to analyze
GitHub projects and to obtain as many files as possible that could
potentially contain models.
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Fig. 1. Method.
In 2016, we published a paper at MODELS in which we presented ‘‘a
method to systematically mine for UML models in GitHub [...] that [...]
leads to an enormously promising set (much larger than any existing
set of projects) for future analysis’’ [3]. This paper has been cited over
100 times, as of Google Scholar in July 2022. We had analyzed 10% of
GitHub with over 21k files with models from 3k GitHub projects. This
effort was augmented with a data paper presented at MSR 2017 where
all GitHub projects had been analyzed for UML models [4]. The final
dataset, named the Lindholmen dataset, which included the files and
metadata on the projects where they belonged, counted with almost
100k files from over 20k projects. We considered the dataset to be
relevant for researchers in the area of software design and modeling,
because the whole community lacks good examples of not just models,
but software systems that are built with the help of models as well. The
data paper has been cited by almost 50 papers (Google Scholar, July
2022).

2. Visions in the original paper

In our original work, we envisioned that our work may have impact
in three areas:

(1) Use of UML: The dataset could be used to study how UML is used
and to develop guidelines for UML beginners. The data could be used
to learn what model layouts Open Source Software (OSS) developers
use and which models are average sized. The study of the UML that
appears in the images could also provide insights into the needs of
OSS developers for visual highlighting strategies. For example, when
observing images manually, we saw many UML images that use color
for emphasis. Also, given the availability of the models (and the projects
they belong to), the dataset allowed to analyze how the code and
the models relate to each other. We wanted to know how much of
a software system is typically covered by models and to what extent
models abstract code.

(2) Advantages and disadvantages of UML: The dataset could be the
basis for empirical studies on the advantages and disadvantages of UML
(and modeling). Our dataset could contribute to enriching this research,
which qualitatively examines individual cases, with quantitative stud-
ies. In addition, the dataset could help examine more generally how the
use of UML modeling affects code structure and whether improvements
in software quality and productivity can be observed with the adoption
of UML.

(3) Evaluation of scientific approaches and modeling tools: Con-
structive research on software modeling often had the problem that
there are not enough real cases of models to evaluate newly developed
approaches and techniques. Before 2016, this constraint was solved
using examples of artificially created toys or models. In rare cases,
researchers may use obfuscated industry models or models created with
the help of experts for assessment purposes. We envisioned that our
dataset would provide real-world instances of UML models in machine-
readable format. Professional tool providers providing case tools for
modeling could use the dataset to test new features on real data,
e.g., design generation.

3. Method

The method used to achieve the goal of this study is illustrated in
Fig. 1. First, we created a script, based on Google Scholar, to collect
2

the papers citing our dataset and its publications [3,4]. The collection
of these papers was performed in December 2022. After collecting
the papers, we eliminated 17 papers. Most of these eliminated papers
were either not actual citations (i.e., noise due to a bug in Google
Scholar’s algorithm) or duplicates. Moreover, we left out papers that
were written by the same author team as the original papers, so not
as to inflate the impact from self-citations of papers that can be seen
as extensions of the original set of papers. However, we did include
papers that were co-authored by some of us in the context of new
collaborations or as a result of supervising students. As a result, we
ended up with 121 papers. Second, we created a spreadsheet and added
all the remaining papers from the previous stage. We added the title
of the papers, URL to the papers, and some meta-data such as the
authors and their affiliation as well as country of employment, and
year of publication of the papers. Third, we divided the papers into two
parts: (i) indirect- and (ii) direct-use of the dataset. Here the indirect-
use part contained papers referring to our research; including its used
tools, methods, and findings. This stage assigned 36 of the papers to the
direct-use category and 85 papers to the indirect-use category. Fourth,
we created a short description of how papers used our dataset and cited
our publications.

Finally, we conducted a thematic analysis [5] to identify, analyze,
and categorize the indirect- and direct-use of the dataset. For this
thematic analysis, we split the author team initially into two groups.
The first group was concerned with analyzing papers that seemed to
directly use our dataset, while the other group analyzed papers from
the indirect-use category. For the analysis, we read all the papers in
each category, with the objective to identify the purpose of the use.
We performed inductive coding, i.e., we went in without predefined
codes and allowed the codes to emerge from the analysis. We coded
each paper with one code independently of the other. Later we met to
discuss the codes and one author per group proposed how these codes
could be merged in a meaningful way. The proposal was then improved
iteratively in teamwork until we agreed on the result. For the direct-use
papers, we quickly identified that they differed also in ‘what’ was used,
e.g., the whole dataset vs. selected models. We, therefore, added this
aspect to the analysis as we perceived this as an important difference
to highlight. The complete thematic analysis was done using shared
spreadsheets. In the end, both groups mutually reviewed the analysis
of the other team. One author from the group initially analyzing the
direct use joined the group analyzing the indirect-use to finalize the
analysis, to ensure consistency between both analyses, and to enable
us to detect potential overlaps between direct- and indirect-use.

4. Papers using our dataset (direct use)

We identified 36 publications that directly use (or plan to use) mod-
els from the Lindholmen dataset. This includes 9 journal publications,
16 conference and workshop publications, and 11 technical reports,
bachelor’s-, master’s-, and Ph.D.-theses. It should be noted that there
are 7 publications co-authored by the authors of this paper, that reflect
their own research agenda. Table 1 summarizes these publications
sorted by research groups (i.e., groups of authors).

Observation O1 multiple studies per research group We can observe that
nearly half of the research groups (7) use the dataset in more than one
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Table 1
Summary of research groups using the Lindholmen dataset directly. The group marked with * belongs to the authors of this paper. The number of theses and technical reports
reported in the parentheses represents those works that have not also been published in a peer reviewed publication.

Group Country # Theses/ Tech
Reports (not
peer-reviewed)

# Conferences/
Workshops

# Journals Use of What Usage Category

Kretschmer et al. Austria, France 1 (0) 2 2 Models (HP) Evaluating Algorithms
Arora et al. India 0 1 1 Models (SC) Evaluating Algorithms
Ott et al. USA 0 0 2 Models (SC) Diagram Classification
Shcherban et al. China 0 1 1 Models (SC) Diagram Classification
Ahmar et al. France, Sweden 1 (0) 2 0 Models (SC) Phenomenon

Investigation
Chen et al. China, USA 0 1 1 Models (SC),

Projects (HP)
Phenomenon
Investigation,
Evaluating Algorithms

Chaudron et al.* Sweden, The
Netherlands, Malaysia

4 (3) 2 1 Models (SC),
Models (RS),
Projects (SC)

Phenomenon
Investigation, Diagram
Classification,
Evaluating Algorithms

Schulze et al. Germany 2 (0) 1 0 Models (RS) Evaluating Algorithms
Leigh et al. UK 1 (0) 0 1 Projects (HP) Study of Usefulness
Oliveira Barbosa et al. Brazil 1 (0) 1 0 Projects (HP) Phenomenon

Investigation
Torre et al. Canada, Luxembourg,

Spain
1 (0) 1 0 Models (SC) Phenomenon

Investigation

Tavares et al. Brazil 0 1 0 Models (SC) Diagram Classification
Vega et al. Spain, UK 0 1 0 Models (SC) Evaluating Algorithms
Stephan USA 0 1 0 Models (SC) Knowledge-base
Mangaroliya et al. India 0 1 0 Models (SC) Diagram Classification
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study. In one research group (the authors group), the dataset was used
in three technical reports (bachelor, master’s, or PhD thesis) that are
still not published as peer-reviewed publications. In the other half of
the research groups (8) the dataset was used for a single peer-reviewed
publication each. In half of these cases, there are also theses or technical
reports covering the same studies as well.

4.1. What part of the dataset is used?

We can distinguish studies that use models from studies that use
complete projects for their research.

The majority of papers (23) (≈82%) uses only models from the
ataset. This can take different forms. In 4 of these cases only models
rom a few and often handpicked (HP) set of projects are used. For
xample, Kretschmer et al. [6] use 18 models, of which only 2 are
rom our dataset. 17 papers define selection criteria (SC) to collect a

subset of the models from the dataset. These criteria can be diagram
type, e.g., papers working with a single diagram type (observed for
activity diagrams, sequence diagrams, and class diagrams), or file
format, e.g., image files. Finally, 2 papers use a random selection (RS) of

odels from the dataset (often after first applying a selection criterion).
ooming out, 6 of the papers use also models from other sources in
ddition to models from our dataset.

In 5 papers (≈ 17%) not just models, but also the corresponding
rojects, including the source code, are used for the studies. In 3 of
hese papers a set of single projects are handpicked (HP). For example,
liveira Barbosa et al. [7] use 3 projects, of which 2 are from our
ataset. In the 2 papers where projects are not handpicked, selection
riteria (SC) are used such as the number of issues in the issue tracking
ystem. Just as for papers using models, also two of the papers using
rojects, utilize in addition other projects that do not stem from our
ataset.

There are 6 publications that are co-authored by the authors of this
aper. These publications include 3 technical reports that are not peer
eviewed publications. In 4 papers, the authors define selection criteria
SC) to collect a subset of the models from the dataset. In 2 papers, the
odels and the corresponding projects are used for the studies.

bservation O2 little combined use of models and source code When first
reating our dataset, there were already datasets out there that offered
3

g

ollections of models to be studied by researchers. However, there was
lack of available models that could be studied in the context of their
rojects, e.g., together with the corresponding source code. This is
omething that we wanted to change. Thus, it is surprising for us to
ee that only a small share of the researchers make use of the fact that
he dataset allows studying models together with the source code. One
eason for such an outcome is that the code of those projects is not
art of the dataset, as only links to the models and the repositories
re given. Interested researchers need to retrieve those from GitHub,
nd, depending on their needs, maybe access an old version of the
ode, e.g., the one that corresponds to the moment when the UML
iagram was introduced. Although multiple tools exist that allow to
ine and analyze GitHub repositories, we acknowledge that we might
ave assumed that researchers are familiar with these (as in the case
f the mining software repositories field) — this has not to be the case
n general in software engineering research.

bservation O3 labeling efforts happen Two research groups manually
abeled the data from our dataset further. One group did that by
abeling what type of diagram a model belonged to. In the other case,
race links were created by the researchers.

bservation O4 combination with other sources 5 papers handpick mod-
ls or projects from our dataset and combine that selection with models
nd projects from other sources. For example, Khelladi et al. [8] use
ur dataset to select three projects from which they take models for
valuating their algorithm for repairing model inconsistencies. In addi-
ion, they select models from one academic project and ten industrial
rojects (presumable from industry collaborators). Chen et al. [9]
se selected projects from our dataset and the dataset of Karasneh
t al. [10] to evaluate their algorithm on trace-link detection. Another
xample comes from Barbosa et al. [7] who study the evolution of
ource code and state machines using 2 projects selected from our
ataset, as well as one project directly selected from GitHub. In 3 papers
he models from our dataset are mixed with models found in other
ources to form a bigger dataset. For example, the group of Shcherban
t al. [11] train an ML/AI classifier, working with images originating
rom our dataset, from the datasets in [12,13], and from the Kaggle
raphs dataset [14]. Tavares et al. [15] use, in addition to images

rom our dataset, images they found using web scrapping scripts on

oogle.com and bing.com.
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Fig. 2. What is the data used for?.

Observation O5 dataset used in vs. outside of our network Generally, we
did not observe any divergence in what part of the dataset is used.
In particular, around 60% of the publications in both our and others’
network define selection criteria to use models form the datasets. 30%
of the publications in our network use the complete projects compared
to 8% in publications outside of our network.

4.2. What is the data used for?

The data is used for multiple purposes as it can be seen from Fig. 2.
In 9 papers the data is used to evaluate algorithms developed by

the researchers. These are, for example, algorithms for detecting and
repairing inconsistencies between models, algorithms for synthesizing
test scenarios from activity diagrams or algorithms for automatic layout
management of diagrams, and algorithms for the generation of trace
links.

A second big group of 6 papers use the dataset for training and
testing of ML/AI models for the Classification of UML diagrams. This
classification targets for example the question of what diagram type
a model belongs to. Another purpose is to classify diagrams based on
other criteria, such as the quality of the layout, or the role types of
shown classes in the diagram.

5 papers present studies that use the dataset for empirical investiga-
tions of different phenomena. These phenomena are, for example, visual
variables used in models, the use of design models in Open Source
systems, the evolution of state machines through a project’s life cycle,
or the defect proneness and quality of projects with models.

One research group investigates the usefulness of different diagrams
for supporting architects in a risk prediction analysis (1 paper).

One paper plans to use the models in the dataset as a knowledge-base
for the development of a modeling assistant.

Finally, regarding the publications that are co-authored by the
authors of this paper and including their technical reports that are
not peer reviewed publications, 3 papers use the dataset for training
and testing of ML/AI models for the Classification of UML diagrams, 2
papers for empirical investigations of different phenomena, and one paper
to evaluate algorithms developed by the researchers.
4

Observation O6 uniform usage within research groups If a group writes
multiple papers using the dataset, the group tends to use the dataset the
same way, in every paper. For example, the group around Kretschmer
et al. utilizes the same handpicked set of models throughout 4 papers
to evaluate their algorithms.

An exception to that rule is the group around Chen et al. who
use selected models from the dataset in one paper to investigate the
phenomenon of model use in open-source systems. In their second
paper, however, they use selected projects to evaluate an algorithm for
trace-link detection. The other exception is the group around our co-
author Chaudron et al. which is not surprising as we, as authors, are
more motivated to explore different ways the dataset can be used in a
targeted way.

Observation O7 ML/AI-based diagram classification is much more prevalent
than expected We are surprised to see that many publications that
are concerned with training ML/AI models for the classification of
diagrams. This can be probably explained by the increased interest and
by the higher ease of use of ML frameworks. On the one hand, it is
surprising how much the dataset is seen as a source for big data and,
thus, an opportunity to train ML algorithms. Specifically, we expected
researchers to be more interested in models stored in machine-readable
formats, such as XMI. However, it seems that in the end models stored
in image formats have been much more attractive for researchers.

Observation O8 diversity of phenomena investigated One very positive
observation is the large diversity of phenomena studied based on our
dataset. We did not predict most of these uses, but of course, had hoped
that there is a wide range of possible usages for our data in various
empirical studies.

Observation O9 use of dataset in vs. outside of our network We observe
that around 50% of the publications in our network use the dataset
for classification of UML diagrams. In contrast, around 50% of the
publications outside of our network use the dataset for evaluating
algorithms developed by the researchers.

5. Papers using our publications (indirect use)

In the set of citing papers, a collection of 85 papers do not use
our dataset, but base their research or research method on our work.
We call this ‘indirect use’. The indirect use itself, can be classified into
papers that (i) are inspired in their research by our paper, or (ii) papers
that justify their direction of research based on our paper. Of these 85
papers, 5 have been authored or co-authored by the authors, so we have
left them out of this analysis to avoid bias. Two graphs depicting a
thematic grouping of these papers are shown in Figs. 3(a) and 3(b).

In the ‘inspiration set’, we recognize a few sub-groups: one group
of 15 papers mimics our idea, to build datasets of models, but mostly
(11 out of 15) for different types of models than UML as in our
paper. In particular, datasets have been created for BPMN models, EMF
models, Simulink models, clones of models, and UML models with OCL
expressions. One dataset defines a set of quality guidelines for models.
Also 3 papers present an alternative: they construct, using their own
mining methods, alternative datasets of UML models. A second group
of 8 papers use our paper as inspiration for developing new methods
and tools. More specifically, these include new mining technologies, AI
and ML algorithms for UML models and one paper describes a tool for
testing models.

The other class of papers (29) are papers that draw from our paper
to justify some aspect of their own research. The majority (22) of these
papers use our paper to justify that models and modeling are relevant
topics for research (17 out of 21), or conversely that models and
modeling are not relevant for research/practice (4 out of 21). Another
part of these papers (8) justify some aspect of their research method
based on our paper, for example: feasibility of mining GitHub (for
models), focusing on diagrams as representation of models, reporting
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Fig. 3. Sankey Diagrams showing the number of papers by types and subtypes of indirect use of the Lindholmen dataset. 5 papers authored or co-authored by the Lindholmen
dataset have been left out.
links to projects, the need for curating projects on GitHub, or the use
of file-types for finding particular content.

Our papers are mentioned in 5 tertiary studies. Three of these
studies address Research Methods (on Repository Mining, or on Repli-
cability). Two studies look at the impact or use of large datasets.

7 papers referr to particular empirical findings in our paper, either
as context or as a reference for comparison. Particular findings that are
referenced include: Timing-characteristics of creation and frequency of
updating of models. More general empirical claims refer to: the popu-
larity of GitHub and Open Source projects, and GitHub API restrictions
as challenge (a step in mining-toolchains).

We can observe in Figs. 3(a) and 3(b) 14 papers that mention/relate
to our paper in a more loose or casual manner. These types of mentions
consist of: (i) as example of Open Source repositories, as example of a
(large scale) mining approach, and as example of an open dataset; and
(ii) as a work that is relevant background, or just as a mention in related
work.

Observation O10 miss-citations 4 papers cite our work to justify that
software models are not relevant. For that, they refer to the fairly low
percentage of projects we identified to have models in GitHub. This
happens, despite the fact that we discussed in the threats to validity
section of our original paper that this number is an underestimate
and that it, therefore, cannot be used to make statements about the
frequency of model usage. Thus, one lesson learned is that we should,
in the future, place such disclaimers right next to the presentation of
the observations themselves, to make it easier for other researchers to
find that information in the paper.

6. Research network

One of the aims of our reflection is to observe how our papers
have impacted the software engineering community. We want to see
how far our ideas have gone beyond our own research groups and our
collaborators. Therefore, we have taken all citing publications found
in the previous step, and have looked for them in DBLP. We found
a total of 93 publications in DBLP, as master’s and bachelor’s theses
are not included in that database. However, given that DBLP is very
complete for relevant computer science publications, we argue that
those 93 publications are thus the most important ones among the total
population of citing publications.
5

For those publications that show up in DBLP, we took the authors
and stored their co-authors. Some authors, esp. students, are often not
found in DBLP. But, again, we find this does not introduce a big bias
in our results, as computer science researchers appear in DBLP when
they start having a relevant publication. Then, we divided the authors
into two sets depending on if they have a common publication in their
record with any of the six authors of the original papers. The two sets
are: (a) a set A with co-authors (which could be considered as the
research network of the authors), and (b) a set B with non-co-authors.
The size of set A is composed of 36 researchers, while the size of set B
is 181.

Within our research network (set A), 13 out of the 36 researchers
have made direct use of the dataset, while 23 have used it only
indirectly. However, interestingly enough, 11 out of those 13 used the
dataset only in direct collaboration with some of the authors of the
original papers, i.e., they have co-authored at least one of the citing pa-
pers with them. This means, that only 2 researchers from our research
network have used the dataset directly without co-authoring with the
original authors. Both belong to two different research groups. One is
Djamel Eddine Khelladi, whose research group with 4 collaborators
(all from set B) has authored 5 publications using the dataset. The
second one is Marcela Genero, who has collaborated as well with other
4 researchers (all from set B) in 2 publications using the dataset. The
other 11 researchers belong to three different research groups, where
each of them had a direct collaboration with at least one of the authors
of the dataset.

From our previous analysis (Section 4), we obtained that in total 14
research groups (excluding the group of Chaudron) have made direct
use of the database. Of these, 12 research groups are not part of the
collaboration network of the original authors have been the ones using
the database for their research.

Observation O9 main use of the dataset outside of our network The
majority (12 out of 14) of research groups using our dataset do not
include the original authors as co-authors. The more innovative, and
for us unexpected uses of the dataset, come from research groups that
are not directly part of our network.

7. Reflections

In this section, we revisit and reflect on our visions as well as further
aspects that arise from this investigation.
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7.1. Reflections on our original visions

First, we look at our original visions (as described in Section 2):

Vision #1 focused on the use of UML, how a vast amount of examples
could foster its understanding, and how it is used in practice. Very few
groups address this (mainly subsequent works by the authors – together
or with other groups – and another group of researchers). We have
witnessed some few enrichments to the dataset, although not many
and, in any case, not of fundamental nature. We have learned that
the dataset format makes it difficult to enhance the data, by further
annotating and enriching the dataset. Some publications have even
noted that up to 30% of the links provided do not work anymore (as
files or even repositories have been removed from GitHub) [15,16].
This is a known problem in the research literature [17]. A possible
solution that would have avoided this problem is to provide the actual
data rather than links to it. Although that would make the dataset much
larger in size, it would benefit from perpetuating consistency. The data
with the repositories (probably in the range of hundreds of gigabytes)
could be distributed in a separate file to avoid having to download
them if not required. All things considered, this brings the question of
quality assurance for this type of dataset. Maintenance is not easy to
perform for such datasets, and, thus, there is no feedback loop as many
development models (the Open Source and the agile technologies) have
shown to be beneficial.

All in all, we question if mining software repositories is the best
method for the type of research we envisioned. Much of the information
can be obtained by alternative methods, such as interviews, which are
more prone to offer the type of lessons learned that we intended. Our
material from the dataset can complement these findings but is not that
suited to be the main driver of these advancements.

Vision #2 dealt with the advantages and disadvantages of UML. This
aspect has been pointed out in several papers that cite our work. How-
ever, they directly use the findings but not the dataset. Our reflection
is that there is still a somewhat religious debate on the benefits and
limitations of UML. We hoped to have this debate based on data, but
very few papers really base their arguments on those. We have seen
how our research has been both used in favor of and against UML. We
think that, in particular, those papers that point out that UML is seldom
used do not make a fair interpretation of our research. Considering
ur results in absolute terms (i.e., the number of repositories where we
ave found models) is misleading. This is because we do not capture
he whole picture of modeling because of using a mining software
epositories approach.

Software repositories, and in particular code repositories, do not
ontain a lot of relevant information that is of importance in modeling:
e do not know the goal of the model and we do not see how
odels are used, among others. For this kind of task, a mixed methods

pproach would be more appropriate. Our conclusion is that we were
ery optimistic thinking that we had a lot of data (actually we do),
ut beyond doubt this data is partial. Versioning systems have been
esigned with (textual) code in mind, mostly with the granularity of
ine of code (although some even do it at the token level). Models are
f a different nature. They are generally visual, so the results are usually
mages, and versioning systems do not handle them very well as they
re in binary format. Even the text-based UML formats do not make
ense at the line level; their changes are somewhere in between the
ine and the file level. This consideration results in fewer models being
ncluded in the versioning system, and in very few being updated.

ision #3 proposed the use of the dataset for evaluating scientific
approaches and tools. Although we did not foresee it, our dataset
has been used widely for refining machine-learning techniques on
diagrams. It has also been used for refinement tools for analyzing the
consistency of models. Still, we have found that our dataset contains too
much noise: We still do not know how many real cases (actual serious
6

software engineering projects) we have. We have tried to filter out
student projects — but even if filtering out those, we do not know how
close they are to reality, because of the reluctance to include models in
versioning systems.

The question how software engineering practices in Open Source
relate to practices in industrial software projects is an open questions
to the software engineering community at large, and we do not have
the definitive answer to that question. Indeed, our research carries this
same threat to validity as many empirical studies with Open Source
projects. Some proponents of studying Open Source claim that many
projects are also of industrial nature (and a fair number of projects led
by companies are known). In addition, some scholars have proposed a
way to identify ‘‘engineered’’ projects on GitHub [18], which could be
closer to industrial practices.

We know that in industry, practices for software modeling vary
widely across projects [19]. This is reflected as well in the large variety
of types and styles of models that are found in the Lindholmen dataset
for Open Source projects as a corpus at large. For many models it
holds that they are typical of the type of models that are also found
in industry — in terms of size, complexity, and layout [20,21]. This
assessment is currently mostly based on experience, and not performed
using rigorous comparison techniques.

A possible source of differences is the number of models that are
used in concert to model a larger software system. For our dataset we
do not have data on whether models complement each other. For any
given model, it is difficult to say whether it is similar or different from
some industrial practice. Also, we selected models that were clearly
recognizable as UML models. One source of variation in industry is
the use of more informal modeling styles that may deviate from formal
UML syntax.

7.2. Further reflections

In addition to the reflection on our original visions, we also have
some further reflections on such datasets and the modeling and mining
community.

There is a need for accessibility, quality, maintenance, and metadata.
By understanding the possibilities and shortcomings of the current
dataset, we aim to offer the research community (i) future research
avenues of how the data can be used; and (ii) raise awareness of the
limitations, not only to point out threats to validity of research, but also
to encourage fellow researchers to find ideas to overcome them.

We have learned lessons about how a dataset of software engi-
neering data should be. A major drawback that we have found in our
dataset is the fact of its accessibility. We had in mind a comprehensive,
complete dataset with all the models to be found in GitHub (includ-
ing metadata of the repositories where these files have been found).
However, although size matters, the result is a dataset that contains
too much noise, and the amount of meta-data is scarce. In addition,
because many models are images, the quality of the dataset is lower
than expected. Thus, regarding accessibility, it is difficult to search and
find based on keywords or content.

Thus, when creating a new dataset, researchers should consider the
following aspects: the quality of the dataset (signal-to-noise ratio), the
accessibility of the dataset (e.g., enabling online access (and querying
to) the dataset), the maintenance/evolution of the dataset (i.e., is it
likely that projects will go missing?), and what meta-data researchers
would like to be embedded into the dataset.

Separate communities might be limiting the potential for synergies. Finally,
we would like to stress the fact that we come from two different soft-
ware engineering research fields: mining software repositories, which
is very close to developers, and modeling, which is related to software
architects. We have scanned DBLP for the names of the authors in the
proceedings of the main two conferences of the modeling and mining

software repositories research fields: the International Conference on
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Model-Driven Engineering Languages and Systems (MODELS) and the
International Conference on Mining Software Repositories from 2016
to 2022 (both years included). In total, we found that, in the last
7 years, 2,002 different authors have published in those conferences
(1,351 in MSR and 685 in MODELS). Of those, only 34 have authored
papers in both conferences (1.70%), and 6 of the 34 are the authors
of the papers we are reflecting on. The intersection between those
two research communities is, thus, very shallow. In addition, we have
learned that these communities do not communicate much, both in
industry and academia. As a matter of fact, they use different tooling,
different textbooks, and different practices — in short, they follow a
different culture.

This raises also some challenges for our dataset in comparison to
other, similar efforts in the past. One such example is the crowd-
sourcing the annotation for datasets. In the area of bug research, for
instance, developers started to link the bug fixes (when committed to a
repository) with the bug issues (as found on the bug-tracking system),
in a synergistic move where both the research community and the
development community benefited. The idea is simple and requires not
much labor if included in the development process: it requires just to
include in the commit message something like ‘‘fixes bug #324’’, where
#324 is the id of the bug in the bug-tracking system. Having a similar
practice for models and code, e.g., creating links between them by
specifying in the commits when or why a model is followed or updated,
would be a major step forward with many benefits for developers and
architects. We, however, do not see it happening in the near future, not
because developers and architects do not think that would be a good
idea (which in informal talks, they agree with), but because of the fact
that their way of working is completely different and there are hardly
meeting points.

Better tool-support for modeling and design in project reposi-
tories Versioning remains a challenge. So is lack of a proper standard
for textual representation of UML models (XMI does not define enough
to act as a standard). Thus, while coding is very tightly integrated in
repositories/platforms for collaborative online software development,
the lack of a good serialization standard for models prohibits the same
type of support for modeling.

8. Threats to validity

Wohlin et al. discuss four main types of validity threats in empir-
ical software engineering research: conclusion, internal, construct and
external [22]:

Conclusion validity, being how sure we can be that the treatment we
used in an investigation is related to the actual outcome we observed,
does not affect our reflection.

Construct validity is the degree to which an investigation measures
what it claims to be measuring. One of the sources of our analysis
are the papers that cite the original papers where the dataset is de-
scribed. This is an approximation of the impact of the dataset, which
might be limited. It may well be that it has been used in other, non-
academic contexts (i.e., in an industrial or educational context where a
publication has not been produced). Researchers might have used the
dataset, but may not have found it useful or conveniently organized
for their purposes. Finally, the dataset might have been referenced in
publications just with its URL and not with a citation; if so, we have
not been able to identify it. The other source of analysis in the paper
uses DBLP as a data source. While DBLP contains many publications,
it is not comprehensive, and we might have not been able to find
research collaborations that have taken place in practice. Nonetheless,
we can assume that the ones in DBLP are the most relevant ones, so
this mitigates to some extent this threat.

Internal validity is the extent to which a causal conclusion based
on a study is warranted, which is determined by the degree to which a
study minimizes systematic errors. We have tried to follow a systematic
approach by downloading all papers and categorizing them according
7

to the use they make of the dataset. Bias might have been introduced in
this categorization, as the purpose of the use of the dataset might have
been misinterpreted. To avoid this threat, the coding has been done in
pairs by the authors in a first phase, and checked by a third author
afterwards for consistency.

External validity is the degree to which results can be generalized to
other contexts. This paper reflects on a very specific dataset of models
in GitHub. Although the lessons learned might go beyond this scenario,
and be valuable for researchers creating software engineering datasets,
or for researchers interested in how innovation expands, we are aware
that it is specific to its context and many of our observations may hold
only there.

9. Conclusion

We think that, even though we had many failures on the way, the
research we performed in 2016 mining for models in GitHub is a success
story. The purpose of this reflection has been to learn from our failures
for us and other research groups, in case they would like to perform a
similar task.

In addition, our experience can be considered unconventional, as it is
ot grounded in a single of our own narrow research bubbles. We came
rom two very distant areas (software modeling vs. repository mining)
hat had almost no intersection at the time. As a result, we find that
hese efforts were not just suitable to reach researchers in both areas,
ut – even further – researchers in other areas (e.g., on AI-based image
ecognition). It is exciting to see that many of the researchers using our
ataset come from outside of our own network.

Last but not least, we are aware that our reflections are very focused
n our experience, but there are some general lessons learned that
ould be of value for software engineering scholars sharing datasets.
n the other hand, given that many software engineering conferences
nd journals ask these days to share the artifacts used, our work can
s well serve as an inspiration for those researchers who would like to
ffer it in a way that is most convenient to fellow researchers, as it has
een found that doing so increases the impact of the work.
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