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Forensic linguistics and stylometry have in the exploration of linguistic patterns
one of their fundamental tools. Mathematical structures such as complex multi-
layer networks and hypergraphs provide remarkable resources to represent and
analyze texts. In this paper, we present a model that includes some specific meso-
scopic relations between the different types of words in a corpus (lexical words,
verbs, linking words, other words) according to the sentences or paragraphs in
which they appear. This model is supported by various mathematical structures
such as partial multiline graphs, multilayer hypergraphs, and their derivative
graphs. The methodology proposed from this new point of view is of singular
help to find meaningful sentences from any text to set up an automatic summary
of the text and, eventually, to determine its linguistic level.
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1 INTRODUCTION

The science of complex networks is based on the hypothesis that the behavior of many complex systems can be explained
by studying the structural and functional relationships between their components through a network representation
[1–6]. In the last two decades, new models of interconnected networks have been defined responding to the fact that
complex systems include multiple subsystems subject to be organized in layers of connectivity. Thus, interconnected net-
works have emerged in recent years as a general framework for dealing with hyperconnected systems, either because there
exists dependency relationships between objects or systems, or because of the existence of different channels of interac-
tion between them [7–12]. In this respect, the framework provided by multilayer networks and multiplex networks has

This is an open access article under the terms of the Creative Commons Attribution-NonCommercial License, which permits use, distribution and reproduction in any
medium, provided the original work is properly cited and is not used for commercial purposes.
© 2023 The Authors. Mathematical Methods in the Applied Sciences published by John Wiley & Sons, Ltd.

Math. Meth. Appl. Sci.. 2023;1–18. wileyonlinelibrary.com/journal/mma 1

https://doi.org/10.1002/mma.9201
https://orcid.org/0000-0001-8608-1806
https://orcid.org/0000-0002-4477-1638
https://orcid.org/0000-0001-9259-9716
https://orcid.org/0000-0001-7954-6169
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fmma.9201&domain=pdf&date_stamp=2023-03-13


2 CRIADO-ALONSO ET AL.

provided a specific formalism whose objective is the analysis of the different ways in which a set of objects or systems
can interact. Thus, as such objects or systems are present at the same time in different interaction networks (layers),
these layers are interconnected. Moreover, the existence of interactions of different nature and simultaneous interactions
between nodes and edges (group collaborations, chemical reactions in which more than two components interact, etc.)
have shown that hypergraphs and multilayer networks are very suitable structures for this type of studies [9, 13–16].
Moreover, the latest advances in modern linguistics are based on the treatment of a language as a system or a complex
network, to which mathematical tools, statistical measures, and procedures of this branch of science can be applied to
obtain a new, efficient, and effective approach to the study of language [3, 17–28]. Additionally, the search for linguistic
patterns, stylometry, and forensic linguistics have in the theory of complex networks, their structures, and associated
mathematical tools, allies with which to model and analyze texts [18–20, 29, 30]. Some of these analyses have consid-
ered semantic similarities [31], automatic summarization [32, 33], stylometry [34], authorship detection [35–37], and
even sentiment analysis [38]. Other linguistic aspects and elements such as the specific terminology of a specialty lan-
guage and the different combinations of words that stand for specific meanings or concepts (called ”collocations”) have
also been successfully modeled using an appropriate methodology within the scope of this model [18]. A classical and
well-known approach for generating complex networks from texts is the word adjacency (or co-occurrence) technique,
which is based on connecting pairs of words that are immediately adjacent [22, 26]. However, the networks obtained from
co-occurrence do not capture the information of the mesoscopic structure of the text, related to sentences, paragraphs,
and chapters. Our idea, to cope with these limitations, is to look for a mesoscopic representation supported by several
mathematical structures related to the mathematical structure of hypergraph to analyze the relationships between words,
sentences, paragraphs, chapters, and texts. To do so, we will focus on a quantitative concept of dependency between words
(homogeneity graph) that will allow us to develop a new methodology that will also be of particular help to detect the style
of an author. This methodology may be also useful to detect the level of knowledge of a language of an author, to create
new tools to detect plagiarism, and to make automatic summaries of texts. Thus, our motivation is to create and develop
tools to identify the main structures and the level of language in written texts and specialized languages, the level of
language proficiency of a written text, and the detection of elements to characterize the style of an author. So, the
questions we address are the following:

• What is the most used combination of words in a corpus beyond locating the most relevant individual words behind a
key concept?

• How to determine the most representative words of a text (not necessarily the most frequent)?
• How to identify the most representative phrase or phrases of a text?
• How can we characterize the level of competence of the language used in a written text?
• Can the style of an author be determined from specific parameters of a linguistic network associated with one of his

written texts?
• Is it possible to associate a numerical measurement index and a mathematical structure that characterizes and identifies

the author?

In the search for specific characteristics that allow the identification of an author's style, it is important to point out that
many questions arise when trying to quantify and to associate a numerical measure index to a text or to a part of such tex.
In fact, a breakthrough in linguistics was to be able to associate a complex network structure to a text in order to identify
patterns, linguistic units, syntactic and semantic structure, and so forth; so in order to solve this question, we will set our
sights on some new mathematical structures related to graph theory and higher order networks that will allow us to dissect
and analyze this kind of linguistic structures. Therefore, some of our efforts will be focused on associating a mathematical
structure to a written text as if it were some sort of seal of identity of that text. Having in mind that the latest advances in
modern linguistics are based on the treatment of a language as a system or a complex network, we will extend these ideas
to a general context in which the PageRank algorithm, the mathematical structure of hypergraph and a suitable multilayer
line graph will be considered. A linguistic corpus, that is, a collection of texts collected electronically according to a set
of specific criteria used as a representative sample of a language or subset of that language [39], can be mathematically
modeled as a multilayer complex network G = (X ,E), in such a way that such that each node X = {1, … ,N} is a word
that appears in any of the texts that make up the linguistic corpus, and a direct link is established between two words that
appear consecutively [18]. Within the multilayer network, four layers are distinguished (lexical layer—blue color; verbal
layer—green color; linking layer—red color; and a fourth layer formed by the rest of the words not included in the previous
layers—brown color). The color indicates the type of node (layer). The unit of analysis considered is the sentence, for
this case, the words enclosed between two periods [40]. Also, it is important to note that commas and other punctuation
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CRIADO-ALONSO ET AL. 3

marks within the sentence have been removed for the analysis done, as well as it is also important to note that there was
a previous analysis carried out by linguistic experts to distribute the words into the different layers of the network. In
[18, 29], a linguistic corpus composed by 86 extended abstracts and papers (volumes 1–6 of the International Journal of
Complex Systems in Science (IJCSS), published between April 2011 and November 2016 [http://www.ij-css.org]), giving a
total amount of 25,210 sentences and 147,637 words (of which 2203 are lexical words) was considered and analyzed.

Throughout this paper, we will adopt a different perspective taking into account that a linguistic corpus can be mathe-
matically modeled as a hypergraph, where the nodes are the words of the corpus, identifying each sentence (set of words
between two points) with a hyperedge composed of the specific words that are part of it. More specifically, in our approach,
each node (word) is included in all the hyperedges (sentences) of which it is a part, conforming the hypergraph struc-
ture associated with the text (or the whole corpus) considered. This new perspective allows us to move from the words
identified with the nodes of the hypergraph to consider the mesoscale structures: Sentences, paragraphs, chapters, and
so forth.

In a first approach made in [41], we focused only on the lexical words, that is, the words of the lexical layer. For this pur-
pose, we used a model for representing a linguistic corpus as a hypergraph in which each sentence (set of words between
two dots or periods) was identified with a hyperedge whose nodes were the lexical words that were part of that sentence.
In the new model we are presenting, we will combine the multilayer network structure [18, 29] with the hypergraph
structure, resulting in a multilayer hypergraph model in which the hyperedges are formed not only by the lexical words
in each sentence but also by all the words that are part of that sentence: Verbs, linking words, lexical words, and the rest
of words. As we will see, this has important consequences and sheds light on the characteristics of the derivative graph
of a multilayer hypergraph since, as it seems natural to expect, the derivative graph of a multilayer hypergraph will turn
out to be a multilayer graph, bringing new light on the potential applications of this concept.

The structure of the paper is as follows. After this introduction, Section 2 introduces some basic concepts and a summary
of some of the most important concepts, relationships and results related to multilayer networks, hypergraphs, and the
linear and dual graphs of a hypergraph. In Section 3, a direct connection between the Jaccard index and the derivative
of a hypergraph with respect to two nodes is shown. Also, several relationships, properties, and bounds related to the
derivative graph of a hypergraph are obtained and a first insight related to the application of these concepts and results
to the corpus under study is presented. Section 4 is devoted to define the linegraph of a multilayer hypergraph and a
partial mathematical structure related to this concept (partial multiline graph), as well as to obtain certain properties and
relationships between them. A realistic representation of the homogeneity graph associated to the corpus under study
is also shown. In Section 5, the lexical density of the set of texts that make up the corpus analyzed is studied, and some
numerical experiments and computational results are presented using three different algorithms to illustrate different
ways to obtain meaningful sentences and to obtain tools that facilitate the automatic extraction of summaries from a text.
Finally, in Section 6, some conclusions of this work and a proposal for future lines of work are presented.

2 BASIC CONCEPTS AND SOME PRELIMINARY RESULTS

2.1 Multilayer networks
A network (or graph) G = (X ,E) is simply a finite set of nodes X = {1, … ,N} connected by a set of links (or edges
between certain pairs of nodes) E = {e1, · · · , em}. If the links have a direction, we will say that G is a directed network
(or digraph). In the sequel, we will denote by ei𝑗 ∈ E the link between the nodes i and 𝑗, although sometimes we will
also denote the edge ei𝑗 by {i, 𝑗} or, if G is a directed network, by i → 𝑗. Throughout this paper, we will consider simple
networks without loops, that is, for every i ∈ X , we have that eii ∉ E, and also without multiple edges. We also consider
the (in and out) neighbors of a node i ∈ X : N+(i) = {𝑗 ∈ X|e𝑗i ∈ E}, N−(i) = {𝑗 ∈ X|ei𝑗 ∈ E}, and N(i) = N−(i) ∪ N+(i). If
the network is undirected, the set of neighbors of a node i ∈ X is obviously Ni = {𝑗 ∈ X|ei𝑗 ∈ E}. Now, if w is a function
w ∶ E → (0,+∞), which represents some kind of flow or intensity (data, frecuency or similar) that circulates or links both
nodes through the edge that joins them, in such a way that for each edge ei𝑗 ∈ E, the coefficient w(ei𝑗) is called weight of
ei𝑗 , and we will say that G = (X ,E,w) is a weighted network. Now, if G = (X ,E,w) is a directed and weighted network,
the (weighted) adjacency matrix of G is the matrix A(G) = A = (ai𝑗) ∈ Rn × n given by

ai𝑗 =
{

w(ei𝑗), if there exists the edge ei𝑗 ∈ E,
0, otherwise. (1)
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4 CRIADO-ALONSO ET AL.

For the rest of this paper, a weighted multilayer network  [9], with m layers is pair  = (,) where  = {G𝛼; 𝛼 ∈
{1, · · · ,m}} is a family of weighted graphs G𝛼 = (X𝛼,E𝛼,w𝛼) (called layers of ), and

 =
{

E𝛼𝛽 ⊂ X𝛼 × X𝛽| 𝛼, 𝛽 ∈ {1, · · · ,m}, 𝛼 ≠ 𝛽
}

is the set of interconnections between nodes of different layers G𝛼 and G𝛽 with 𝛼 ≠ 𝛽. The elements of  are called crossed
layers and we assume that they are all weighted. The set of nodes of  is

X =

( m⋃
𝛼=1

X𝛼

)
,

where X𝛼 = {x𝛼1 , … , x𝛼N𝛼
} and the set of intralayers of  is L = {G𝛼| 𝛼 ∈ {1, … ,m}}. Each layer of L is a weighted graph

G𝛼 = (X𝛼,E𝛼,w𝛼) with a set of nodes X𝛼 ⊂ X and a set of edges:

E𝛼 =
{

e𝛼i,𝑗|𝛼 ∈ {1, … ,m}
}
,

where e𝛼i,𝑗 represents the link that connects nodes i, 𝑗 ∈ X𝛼 and, as in the case of , we assume that they are all weighted.
In the same way, for any crossed layer

E𝛼𝛽 =
{

e𝛼𝛽i,𝑗 | 𝛼, 𝛽 ∈ {1, … ,m}, 𝛼 ≠ 𝛽
}
,

e𝛼𝛽i,𝑗 represents the link that connects nodes i ∈ X𝛼 and 𝑗 ∈ X𝛽 .
A further explanation of this notation for directed and weighted multilayer networks can be found in [9, 42, 43] and

[10].
Multilayer networks provide a unified framework that, in particular, allows modeling the structural properties of spe-

cialty languages by exploring the interaction between terms and linguistic units. In our model, we consider a multilayer
network consisting of four layers (lexical, verbal, linking words, and other words) [18, 29, 41]. This model is built from a
specific mathematical corpus with the aim to analyze the specialty mathematical language produced by the scientific com-
munity of complex networks from the perspective of the theory and tools of complex networks. In this model, for example,
the edges in the lexical layer represent links between words that appear one after the other, so that this “clustering” shows
a syntagmatic relationship between words (called collocation). It is important to note that a linguistic collocation is not
the result of the addition of two meanings but gives rise to and creates a new meaning that is only possible when these
two words appear together(e.g., “black mail”). On the other hand, the interlayer edges may facilitate the formation and
description of specialty verbs (e.g., “cluster together”) and other interlayer edges between the verbal layer and the layer
of linking words may represent certain phrasal verbs.

2.2 Hypergraphs, line graphs, and dual of a hypergraph
2.2.1 Basic definitions
A hypergraph [41, 44–46]  = (X , 𝜀) is a finite set of vertices (or nodes) X = {1, … ,N} and a collection 𝜀 =
{h1, h2, … , hn} of subsets of X such that hi ≠ ∅ (i = 1, 2, … ,n) and X =

⋃n
i=1 hi. Each of these subsets is called a hyper-

edge (see Figure 1). In this way, hypergraphs appeared as the natural extensions of graphs to describe group interactions.
The order of  is the cardinality of X , that is, |X|, and the size of  is |𝜀|. Two hyperedges hi, h𝑗 ∈ 𝜀 are incident if
hi ∩ h𝑗 ≠ ∅. Two nodes are adjacent if a hyperedge contains both nodes. The collection of hyperedges incident on a node
i, 𝜀(i) = {h ∈ 𝜀| i ∈ h} is called the star of i. Two nodes i, 𝑗 ∈ X are said to be similar if 𝜀(i) = 𝜀( 𝑗). The degree of a node i
is the number of hyperedges containing it, that is, deg(i) = |𝜀(i)|. The rank of  is the maximum cardinality of its hyper-
edges, that is, rank() = max{|h| | h ∈ 𝜀}. A path P in  from node i to node 𝑗 is an alternate node-hyperedge sequence
i = k1, h1, k2, h2, ..., kr, hr, kr+1 = 𝑗 such that k1, k2, ..., kr, kr+1 are distinct nodes (with the possibility that i = k1 = kr+1 = 𝑗),
h1, h2, ..., hr are distinct hyperedges and ∀s ∈ {1, ...r} ks, ks+1 ∈ hs. The integer r is called the length of the path P. Observe
that if there is a path from i to 𝑗 there is also a path from 𝑗 to i (in that case P is said to connect i and 𝑗). A hypergraph
is said to be connected if any pair of nodes is connected by a path. The distance d(i, 𝑗) between two nodes i and 𝑗 is the
minimum length of a path connecting i and 𝑗. If there is no path between i and 𝑗 it is assumed that d(i, 𝑗) = +∞. Finally,
the diameter of  = (X ,E) is defined as the value d(H) = max{d(i, 𝑗)| i, 𝑗 ∈ X}.
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CRIADO-ALONSO ET AL. 5

FIGURE 1 A partial representation of our multilayer linguistic hypergraph and an example of a phrase represented as a hyper-edge.
Dashed lines represent interlayer links (edges). [Colour figure can be viewed at wileyonlinelibrary.com]

2.2.2 Linegraph and dual graph of a hypergraph
If  = (X , 𝜀) is a hypergraph, the linegraph associated to  is the graph L() = (𝜀,E′), where if hi, h𝑗 ∈ 𝜀, then

{hi, h𝑗} ∈ E′ ⇔ hi ∩ h𝑗 ≠ ∅.

It is also notorious that the linegraph L() of a hypergraph  is a graph. Note that this concept is a particular case of the
concept of intersection graph [47]. If  = (X , 𝜀) is a hypergraph, the dual hypergraph associated with  is the hypergraph
∗ = (𝜀,X ′) in such a way that if X = {1, … ,N}, then X ′ = {v1, … , vN} where vi = {h𝑗|i ∈ h𝑗}, i = 1, … ,N. It is
not difficult to verify that (∗)∗ = . It naturally makes sense to consider the function Π2 that converts a hypergraph
 = (X , 𝜀) into a graph Π2() = (X ,E′) as follows:

{i, 𝑗} ∈ E′ ⇔ ∃h ∈ 𝜀 | i, 𝑗 ∈ h.

So, for any hypergraph , we have that Π2(∗) = L(). Moreover, if G = (X ,E) is a graph, with X = {1, … ,N}, we may
also consider the dual hypergraph G∗ = (E, 𝜀) of G where 𝜀 = {h1, ....hn} and ∀i ∈ {1, ...n} we consider the corresponding
hyperedge hi = {e𝑗 ∈ E| i ∈ e𝑗}, and also Π2(G∗) = L(G). On the other hand, if I is the incidence matrix of , then its
transpose matrix It is the incidence matrix of ∗. In fact,

(I()t) · (I()) = Ã() = (ãi𝑗) ∈ R
|𝜀|×|𝜀|,

and

(I()) · (I()t) = A() = (ai𝑗) ∈ R
N×N ,

where

ãi𝑗 =
{ |hi| if i = 𝑗,|hi ∩ h𝑗| if i ≠ 𝑗,

and

ai𝑗 =
{ |{h ∈ 𝜀| i ∈ h}| if i = 𝑗,|{h ∈ 𝜀| i, 𝑗 ∈ h}| if i ≠ 𝑗.

(2)

It is important to highlight that nowadays the interest in all these structures is increasing more and more.
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6 CRIADO-ALONSO ET AL.

3 SIMILARITIES AND DERIVATIVE GRAPH OF A HYPERGRAPH: SOME
PROPERTIES AND RELATIONSHIPS

One of the classical methods for comparing the degree of coincidence or similarity between two sets is the Jaccard index
[48]. The basic Jaccard index to compare the degree of coincidence between two sets A and B can be obtained from the
formula

 (A,B) = |A ∩ B||A ∪ B| 0 ≤  (A,B) ≤ 1. (3)

Different generalizations of Jaccard index have been introduced in the literature as its use in different applications has
become more generalized and widespread [49–55] (including the overlap index (A,B)). Thus,

n(A,B) = |A ∩ B|n|A ∪ B| , (A,B) = |A ∩ B|
min{|A|, |B|} ,

and
(A,B) =  (A,B) · (A,B). (4)

Observe that 0 ≤ (A,B) ≤ 1. At this point, we can recall the following definition [41]:

Definition 1. Given a hypergraph  = (X , 𝜀), with A() = (ai𝑗) ∈ R
N×N , the derivative hypergraph of  with

respect to the pair of nodes i, 𝑗 ∈ X is the numerical value

𝜕

𝜕{i, 𝑗}
= |𝜀(i)| − |𝜀(i) ∩ 𝜀( 𝑗)| + |𝜀( 𝑗)| − |𝜀(i) ∩ 𝜀( 𝑗)||𝜀(i) ∩ 𝜀( 𝑗)| =

ai − ai𝑗 + a𝑗 − ai𝑗

ai𝑗
=

ai − 2ai𝑗 + a𝑗

ai𝑗
. (5)

Obviously, if two nodes i, 𝑗 ∈ X are similar, that is, if 𝜀(i) = 𝜀( 𝑗), then 𝜕

𝜕{i,𝑗}
= 0.

So, looking at Figure 2, we get 𝜕

𝜕{1,2}
= 2−2+3−2

2
= 1

2
, 𝜕

𝜕{2,3}
= 1, 𝜕

𝜕{5,6}
= 0, 𝜕

𝜕{1,3}
= 3, 𝜕

𝜕{2,4}
= 2, 𝜕

𝜕{1,4}
= 1, 𝜕

𝜕{3,5}
= 2, and

𝜕

𝜕{3,4}
= +∞ = 𝜕

𝜕{4,5}
= 𝜕

𝜕{2,6}
.

It is evident that the derivative of a hypergraph  = (X , 𝜀) with respect to the nodes i, 𝑗 ∈ X provides us with a method
to compare the role played by both nodes in the context of such hypergraph, so that the smaller the derivative, the greater
the similarity between these nodes and, if the derivative is zero, both nodes have identical behavior as far as the structure
of the hypergraph is concerned. The following proposition establishes a direct relationship between the Jaccard index and
the concept of the derivative of a hypergraph with respect to two nodes:

Proposition 1. For any hypergraph  = (X , 𝜀) and ∀i, 𝑗 ∈ X, the following identity is satisfied:

 (𝜀(i), 𝜀( 𝑗)) = 1
1 + 𝜕

𝜕{i,𝑗}

. (6)

FIGURE 2 An example:  = ({1, 2, 3, 4, 5, 6}, {h1, h2, h3, h4}) (A), L() = Π2(∗) (B), and Π2() (C). [Colour figure can be viewed at
wileyonlinelibrary.com]
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CRIADO-ALONSO ET AL. 7

Proof. Given i, 𝑗 ∈ X , we have that

𝜕

𝜕{i, 𝑗}
= |𝜀(i)| − |𝜀(i) ∩ 𝜀( 𝑗)| + |𝜀( 𝑗)| − |𝜀(i) ∩ 𝜀( 𝑗)||𝜀(i) ∩ 𝜀( 𝑗)|
= |𝜀(i) ∪ 𝜀( 𝑗)| − |𝜀(i) ∩ 𝜀( 𝑗)||𝜀(i) ∩ 𝜀( 𝑗)| = |𝜀(i) ∪ 𝜀( 𝑗)||𝜀(i) ∩ 𝜀( 𝑗)| − 1 = 1

 (𝜀(i), 𝜀( 𝑗))
− 1.

□

This result establishes the way in which the Jaccard index (which measures the similarity between two sets) is related
to the concept of the derivative of a hypergraph with respect to two nodes (which measures the dissimilarity between
their corresponding stars). On the other hand, as ∀i ∈ X , we have that |𝜀(i)| ≤ rank(); there is no difficulty in obtaining
the following corollaries:

Corollary 1. Given a hypergraph  = (X , 𝜀) and i, 𝑗 ∈ X, if |𝜀(i) ∩ 𝜀( 𝑗)| ≠ ∅, then 𝜕

𝜕{i,𝑗}
≤ 2rank() − 1.

Corollary 2. If  = (X , 𝜀) is a hypergraph and i, 𝑗 ∈ X are two nodes such that |𝜀(i) ∩ 𝜀( 𝑗)| ≠ ∅, then  (𝜀(i), 𝜀( 𝑗)) ≥
1

2rank()
.

Now, from the values 𝜕

𝜕{i,𝑗}
obtained for each pair of nodes i, 𝑗 ∈ X , the derivative graph 𝜕 and the homogeneity graph

HG() can be constructed [41] (see Figure 3). So, 𝜕 is the weighted graph obtained by considering the derivative of 
with respect all the pairs of nodes i, 𝑗 ∈ X , and by setting ∀i, 𝑗 ∈ X the corresponding numerical value of 𝜕

𝜕{i,𝑗}
on the edge

{i, 𝑗} in such a way that when 𝜕

𝜕{i,𝑗}
= 0 the nodes i and 𝑗 collapse into a single node (i𝑗) and, when 𝜕

𝜕{i,𝑗}
= ∞, the edge

{i, 𝑗} does not exist in the derivative graph. Once the graph 𝜕 has been constructed, the homogeneity graph HG() of
 is the weighted graph with the same nodes and edges as 𝜕 but considering as the weight of each edge the inverse
value of the weight corresponding to the derivative graph 𝜕.

As it was already indicated in the introduction, in [41] we presented a first vision and approximation of the model in the
mesoscale considering each sentence as formed only by its lexical words (i.e., the words of the lexical layer), representing
the linguistic corpus under study as a hypergraph in which each sentence was identified with a hyperedge whose nodes
were the lexical words that were part of that sentence. In the new model we are presenting, each sentence is formed by
the set of all the words that are part of that sentence: Verbs, linking words, lexical words, and the rest of the words.

To give an example extracted from the hypergraph  formed by all the sentences of the corpus under study

𝜕

𝜕{Monte,Carlo}
= 𝜕

𝜕{differential,Runge-Kutta}
= 0.

FIGURE 3 Example of hypergraph  (A), its derivative graph 𝜕 (B), and its homogeneity graph HG() (C). As it can be seen, nodes 5
and 6 are similar. [Colour figure can be viewed at wileyonlinelibrary.com]
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8 CRIADO-ALONSO ET AL.

FIGURE 4 Histogram clustering the number of pairs of words {i, 𝑗} by the value of 𝜕

𝜕{i,𝑗}
. [Colour figure can be viewed at

wileyonlinelibrary.com]

On the other hand, the histogram of Figure 4 shows that there are nearly 105 pairs of words {i, 𝑗} such that 0 ≤
𝜕

𝜕{i,𝑗}
≤ 10

and more than 107 pairs of words {i, 𝑗} whose derivative is +∞.
Finally, to conclude this section, it is not difficult to prove the following result:

Proposition 2. If the hypergraph  = (X , 𝜀) is a connected hypergraph, then the derivative graph 𝜕 and the homo-
geneity graph HG() are connected graphs. Moreover, we have the following relationship among the corresponding
diameters:

d() = d(𝜕) = d(HG()).

Sketch of proof: If ks, ks+1 ∈ hs+1 are two consecutive nodes of a path P in  from node i to node 𝑗

i = k1, h1, k2, h2, ..., kr, hr, kr+1 = 𝑗,

obviously 0 ≤
𝜕

𝜕{ks,ks+1}
< +∞ and, if 𝜕

𝜕{ks,ks+1}
= 0, then the hyperedge hs+1 can be removed from a path whose length coin-

cides with the distance between i and 𝑗, so the elimination of this hyperedge does not affect the length of the considered
diameters.

4 MULTILAYER HYPERGRAPHS

As we have seen, the derivative of a hypergraph  = (X , 𝜀) regarding the two nodes i, 𝑗 ∈ X provides us with a method
to compare the role played by both nodes in the context of that hypergraph, so that the smaller the derivative 𝜕

𝜕{i,𝑗}
, the

greater the similarity between the roles played by both nodes in that hypergraph context and, if the derivative is zero, both
nodes have identical behavior as far as the structure of the hypergraph is concerned.

Definition 2. A multilayer hypergraph with 𝓁 layers is a pair

 = ({1, · · · ,𝓁},Θ),

where {1, · · · ,𝓁} is a family of hypergraphs (called layers of),k = (Xk, 𝜖k) ∀k ∈ {1, … ,𝓁}, Xr∩Xs = ∅ if r ≠ s,

Θ ⊂ 

(
𝓁⋃

k=1
Xk

)
,
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CRIADO-ALONSO ET AL. 9

FIGURE 5 Homogeneity graph HG() of the corpus  under analysis. On the right, a zoom of a part of this graph: the thickness of each
edge is proportional to its weight. Note that the colors of the nodes indicate the layer to which they belong. [Colour figure can be viewed at
wileyonlinelibrary.com]

and ∀k ∈ {1, … ,𝓁} 𝜖k ⊂ Θ. Observe that 
(⋃𝓁

k=1 Xk

)
denotes the powerset of

⋃𝓁
k=1 Xk. Given h ∈ Θ, if ∃𝜖k such

that h ∈ 𝜖k, we will say that h is an intra-hyperedge. On the other hand,

 = {h ∈ Θ | ∃i, 𝑗 ∈ {1, … ,𝓁}, i ≠ 𝑗 .. h ∩ Xi ≠ ∅ ∧ h ∩ X𝑗 ≠ ∅}

is the set of crossed hyperedges.

Note that if 𝓁 = 1, the multilayer hypergraph  is a classic hypergraph.
If  is a multilayer hypergraph, the projection hypergraph of  is the hypergraph pro𝑗() = (X ,Θ) where

X =
𝓁⋃

k=1
Xk.

Now, it is obvious that if i ∈ Xk, 𝑗 ∈ Xl, k ≠ l, and 𝜕

𝜕{i,𝑗}
> 0, then the corresponding edge in the derivative graph is a cross

edge between the corresponding layers. On the other hand, if 𝜕

𝜕{i,𝑗}
= 0, that is, when these nodes are similar, it is necessary

to indicate the layer to which the new node resulting from collapsing these two nodes into one will belong. A simple way to
do this is to establish a priority between layers, so that when two nodes from different layers collapse, the resulting node is
incorporated in the layer of higher priority. Bearing this in mind, the following theorem arises directly from the definition
of multilayer hypergraphs and the concepts of derivative and homogeneity graph associated to a multilayer hypergraph:

Theorem 1. If  = ({1, · · · ,𝓁},Θ) is a multilayer hypergraph, where k = (Xk, 𝜀k), and ∃r, t ∈ {1, ...𝓁}, r ≠ t and
∃i ∈ Xr, 𝑗 ∈ Xt such that 𝜕

𝜕{i,𝑗}
> 0, then both its derivative graph 𝜕 and its homogeneity graph HG() are multilayer

networks.

A representation of the homogeneity graph HG() associated with the corpus under study can be seen in Figure 5.
Note that the color of each node is indicative of the layer to which it belongs.

4.1 Line graphs of a multilayer hypergraph
An extension of the line graph concept to multiplexed networks was made [56] in order to analyze multiplexed and
multilayer network systems. Now, after the definition of multilayer hypergraph, it is necessary to consider the different
definitions of the line graph for this type of hypergraphs.

As we have seen, if  = (X , 𝜀) is a hypergraph, the linegraph associated to  is the graph L() = (𝜀,E′), where if
hi, h𝑗 ∈ 𝜀, then
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10 CRIADO-ALONSO ET AL.

{hi, h𝑗} ∈ E′ ⇐⇒ hi ∩ h𝑗 ≠ ∅.

On the other hand, as it can be easily verified, the line graph of a hypergraph is a particular case of the intersection
graph concept [47]. But if the nodes belonging to each of the different layers have different nature and we can distinguish
between them (for example, red, green or blue layer nodes), we can introduce different partial line graphs associated to
the hypergraph, one for each layer (or type of nodes) of the multilayer hypergraph. Thus, we can establish the following
definition:

Definition 3. Let  = ({1, · · · ,𝓁},Θ) be a multilayer hypergraph, with k = (Xk, 𝜖k) and

Θ ⊂ 

(
𝓁⋃

k=1
Xk

)
.

Given k ∈ {1, · · · ,𝓁}, we will call the partial multilinegraph of  with respect to the k layer k = (Xk, 𝜖k) the linegraph
Lk() = (Θ,E′

k), where if hi, h𝑗 ∈ Θ, then

{hi, h𝑗} ∈ E′
k ⇔ ((hi ∩ h𝑗) ∩ Xk) ≠ ∅.

Similarly, if k, r ∈ {1, … ,𝓁}, we will call the partial multilinegraph of  with respect to the layers k and r the
linegraph Lk,r() = (Θ,E′

k,r), where if hi, h𝑗 ∈ Θ, then

{hi, h𝑗} ∈ E′
k,r ⇐⇒ ((hi ∩ h𝑗) ∩ (Xk ∩ Xr)) ≠ ∅.

Obviously, the above definition can be extended to obtain the partial multilinegraph of a multilayer hypergraph with
respect to three or more layers.

The following relationships among the diameters of the partial multiline graph is of particular interest in relation to
the application of these concepts to the case study of the multilayer linguistic hypergraph that we will discuss in the next
section. The proof is immediate, bearing in mind that all the edges belonging to the partial multilinegraphs are also in
L(pro𝑗()):

Proposition 3. If  = ({1, · · · ,𝓁},Θ) is a multilayer hypergraph, with k = (Xk, 𝜖k) and

Θ ⊂ 

(
𝓁⋃

k=1
Xk

)
,

then ∀k, r ∈ {1, · · · ,𝓁} we have that

d(L(pro𝑗()) ≤ d(Lk()) ≤ d(Lk,r()).

5 A MULTILAYER LINGUISTIC HYPERGRAPH FOR THE AUTOMATIC
EXTRACTION OF TEXT SUMMARIES

In the new model we are presenting, we combine the multilayer network structure with the hypergraph structure resulting
in a multilayer hypergraph model in which the hyperedges are formed by all the words that are part of that sentence:
Verbs, linking words, lexical words, and the words tagged as rest of the words so that in the derivative graph and in the
homogeneity graph also appear different layers as it can be seen in Figure 5 where the color of each node indicates the
layer to which it belongs.

It is important to note that the mesoscopic structure of a given text or corpus can be stratified at different levels since,
for example, by considering paragraphs as a set of sentences, and chapters as a set of paragraphs, these linguistic concepts
can be incorporated into the model and treated using a methodology similar to the one described in which the hyperedges
are not necessarily the sentences of the text. This methodology will undoubtedly allow us to characterize a text or set of
texts from the derivatives of the corresponding graphs and hypergraphs, respectively.
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CRIADO-ALONSO ET AL. 11

Thus, by calculating the derivative graph (and the homogeneity graph) associated with the linguistic hypergraph com-
posed of all the sentences of a corpus or a text, we will obtain a greater or lesser degree of disparity (respectively, similarity)
between each pair of sentences that form such text (or corpus) from the words shared by them, with the peculiarity
that these quantitative measures are reflected and represented in their corresponding derivative graph and homogeneity
graph. Therefore, the derivative graph of a hypergraph constitutes a specific feature of that hypergraph that is intrinsic
and characteristic of it. In the case that the analysis refers to the hypergraph associated with a corpus or set of sentences,
its derivative graph will provide specific and intrinsic qualitative and quantitative characteristics of that set of texts.

To extract a summary and to determine which sentences are the most representative of a text or corpus, we will use the
PageRank biplex algorithm introduced in [57] and we will apply this algorithm using three different criteria, bearing in
mind the specific network to which we are applying the algorithm.

PageRank and its different variants constitute a family of algorithms related to the concept of random walker and
that allow to assign a certain numerical value to the nodes of a complex network and to order them according to their
importance or centrality [58–62]. Specifically, the personalized PageRank of an individual term (or node) i of a network
is the i component of the stationary state 𝜋0 ∈ R

n (||𝜋0|| = 1) of the random walker with transition matrix

P = 𝛼PT
B + (1 − 𝛼)veT ,

where 𝛼 ∈ (0, 1), B = (bi𝑗) is the adjacency matrix of the network under consideration, eT = (1, · · · , 1), v ∈ R
n (||v|| = 1)

is the personalization vector and

PB = (pi𝑗) =
( bi𝑗∑

kbik

)
.

To compare the different rankings we will obtain, we use the standard mathematical tool known as Kendall's 𝜏 correlation
coefficient[63], which is commonly used to compare different rankings or orderings of the same set of elements. Thus, if
we take two rankings r1 and r2 of a set of N elements, then Kendall's correlation coefficient is defined as

𝜏(r1, r2) =
K̃(r1, r2) − K(r1, r2)(

N
2

) , (7)

where K̃(r1, r2) denotes the number of pairs (i, 𝑗) that do not change its mutual relative position with respect to both
rankings r1 and r2, and K(r1, r2) denotes the number of pairs (i, 𝑗) that change its mutual relative position in that rankings.

To perform our study on the multilayer hypergraph  in which the nodes are all the words that compose the corpus,
distributed in the four layers that compose the hypergraph, and the hyperedges are the phrases (sets of all the words located
between two periods), we will use the same methodology as in [29] and [18] to associate to each node its corresponding
PageRank, with the idea of ordering not only the words of each of the linguistic layers considered (with the aim of ordering

FIGURE 6 Ranking of the most relevant phrases when varying the weights of the edges pointing to the words of the lexical layer in terms
of the multiplicative parameter of the weights 𝛼 ∈ [1,10]. A list of these specific phrases is included in Appendix A. [Colour figure can be
viewed at wileyonlinelibrary.com]
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12 CRIADO-ALONSO ET AL.

the sentences to which they belong) but also the sentences themselves considered as nodes of the corresponding linear
graph according to their importance [58–60, 64, 65]. For this purpose, bearing in mind that for the PageRank calculation
used throughout this work we have considered the algorithm described in [57], we will apply this algorithm on three
different frames obtained from the application of three different criteria:

1. Ranking 1. To obtain this ranking, we first have built a graph on which to apply the PageRank algorithm. To accom-
plish this, we convert each hyperedge of  into a clique to obtain the projection graph Π2(), which is obviously a
multilayer network. After this, we transform the undirected graph into a directed graph by considering each undirected
edge as an edge with the double direction. The objective is to artificially increase the weight (and the importance of
the links) of the edges pointing to the words of the lexical layer, multiplying these edges by a parameter 𝛼 ∈ [1,20], in
order to analyze the variations produced in the ranking by varying this parameter (and, consequently, to obtain new
rankings by giving more importance to the lexical layer as we increase the value of 𝛼). Edges going from words in the
lexical layer to words in other layers are left with their original value. At this point, we must highlight that a linguis-
tic decision following the criteria of several experts was taken in order to catalog the terms (words) and assign them
to one or another layer. Particularly, the expert and linguistic criteria was crucial for assigning the terms to the lexi-
cal layer. Now, taking into account that the average number of words of a sentence within the corpus under study is
18.0496 and that, therefore, the local lexical density is 18.0496, we can deduce, reasoning similarly to [66], where E(𝓁)
is the mathematical expectation, that the damping factor corresponding to this configuration is 0.9475, since

18.0496 = E(𝓁) =
∞∑

k=0
k · P(𝓁 = k) =

∞∑
k=1

k · (1 − q) · qk

= (1 − q) · q
∞∑

k=1
k · qk−1 =

q
1 − q

.

FIGURE 7 Variation of the Kendall-𝜏 parameter when varying the 𝛼 parameter. The left panel corresponds to such variation when the first
100 sentences are considered. The right panel is the variation obtained when considering the whole corpus sentences. [Colour figure can be
viewed at wileyonlinelibrary.com]

FIGURE 8 Number of sentences whose PageRank reaches a specific value for 𝛼 = 20. [Colour figure can be viewed at
wileyonlinelibrary.com]
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CRIADO-ALONSO ET AL. 13

Finally, once the PageRank of each word has been obtained, this PageRank is distributed proportionally among the
phrases in which this word appears to obtain the PageRank of each phrase.

2. Ranking 2. To determine this ranking, we first have built the derivative (multilayer) graph and its associated homo-
geneous graph. After this, and similar to the previous case, we transform the undirected graph into a directed graph
by considering each undirected edge as an edge with the double direction and, again operating analogously to the
previous case, we multiply the edges pointing to the words of the lexical layer by the parameter 𝛼 ∈ [1, 20]. Once this
has been done, we will apply the PageRank algorithm considered on the weighted graph HG(). Taking into account
that the average number of words of a sentence is 17.6823 (since, after collapsing words pairs {i, 𝑗} such that 𝜕

𝜕{i,𝑗}
= 0,

the average length of sentences decreases, albeit slightly), the damping factor corresponding to this configuration is
0.9464. Now, once the PageRank of each of the words has been obtained, and proceeding in the same way as in the
previous case, this PageRank is distributed proportionally among the sentences in which this word appears in order to
obtain the PageRank of each sentence. In the case that two nodes from different layers collapse into one, that is, if these
nodes are similar, the priority established for assigning the new node to one of the layers is as follows: Lexical layer,
verbal layer, linking words layer, remaining words layer, so that, for example, if a node from the linking word layer and
another from the verbal layer are similar, the new collapsed node will be assigned to the verbal layer. Figure 5 shows
the homogeneity graph corresponding to the corpus considered. The size of the nodes is proportional to the component
of the PageRank vector corresponding to that node, and the thickness of each edge is proportional to its weight.

3. Ranking 3. Finally, to obtain this ranking, we will apply the PageRank algorithm considered on the multilayer net-
work L() = Π2(∗) in which each node is a phrase of the corpus, so that two phrases will be connected if they have
at least one word in common. As in the previous cases, we want to analyze the different rankings obtained according
to the number of lexical words that these sentences share. Therefore, we first transform the undirected graph into a
directed one by considering each undirected edge as an edge with the double direction. The weight of the edge between
two sentences will be higher if they share a larger number of lexical words. For example, if sentence s1 and sentence s2
share three lexical words and two words from other layers, and sentence s1 appears repeated twice, the weight of edge
w(s1 → s2) will be 3𝛼 + 2, and the weight of edge w(s2 → s1) will be 2(3𝛼 + 2) = 6𝛼 + 4. Now, using the same reasoning
as in the previous case, and having in mind that the average number of sentences of a paper included in the corpus
under study is 27.4186, in this context, the damping factor corresponding to this configuration is 0.9648.

To properly apply the PageRank algorithm on each of the graphs obtained after the application of the above three
criteria, the corresponding value of q is the probability that a random walker does not vary its trajectory by moving from
one node to another directly connected to the current node, instead of jumping to another of the nodes of this network
not necessarily connected to this node. Therefore, to complete the description of all the elements necessary to apply the
PageRank algorithm, we will point out that in the case of Ranking 1 and Ranking 2 the personalization vector considered
is the (relative) frequency of the set of all the words in the corpus under study, and for Ranking 3 the personalization
vector considered is the (relative) frequency of each sentence included in that corpus.

Figure 6 shows important differences between the rankings obtained by applying each of the three criteria and the vari-
ations obtained in these rankings by artificially increasing the importance of the lexical layer by means of the 𝛼 parameter.
Noteworthy are the important variations obtained in Ranking 2 by slightly increasing the importance of the lexical layer.

On the other hand, in Figure 7, we can see the variation of the Kendall-𝜏 parameter when varying the 𝛼 parameter, and
in Figure 8, it is possible to observe an outstanding difference between the way in which the slope describing PageRank
varies in the case of Ranking 2 in comparison with that described in the other two cases, which allows obtaining in the
first case a smaller number of representative phrases with a high PageRank. This feature makes this criterion particularly
attractive in view of the development of a potential tool to summarize text automatically.

6 CONCLUSIONS AND FUTURE WORKS

We introduce, in the framework of the multilayer hypergraphs defined in this work, the derivative graph and the homo-
geneity graph of this type of hypergraphs, and we analyze these concepts and their new associated tools as two useful
structures that allow us to associate a great variety of characteristic properties of a given hypergraph.

Based on the explicit relation obtained between the value of the derivative of a hypergraph with respect to two nodes i
and 𝑗 and the Jaccard index of its corresponding stars 𝜀(i) and 𝜀( 𝑗), we obtain certain characteristic features and properties
of the hypergraph under study and of the model represented by this structure. Moreover, a new structure, the partial
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14 CRIADO-ALONSO ET AL.

multiline graphs of a multiline hypergraph and some of its relationship with the projection graph of the multiline
hypergraph, is also introduced allowing us to study the relationship between the different layers from the perspective of
a partial linegraph. This makes it possible to analyze the relationships between sentences in a text according to whether
they share, for instance, a lexical word, a verb, or a linking word.

The application of the algorithm introduced in [65] on the corpus under study has made it possible to obtain three
rankings (according to the criteria used) in which the most representative nodes of the complete hypergraph associated
with the corpus under study are ordered in order to identify the most representative phrases, advancing in the idea of
obtaining tools capable of extracting automatic summaries of texts. This methodology can also be used for each of the
hypergraphs associated with any type of text, and can even be adapted to obtain the key words and the most characteristic
terms of the text under analysis. This facilitates the answer to the first three questions posed in the introduction on the
location of the words, their combinations, and the most representative phrases of a text.

The hypergraphs corresponding to any kind of texts, as well as their corresponding derivative graphs (and their asso-
ciated homogeneity graphs), make it possible to establish similarities and differences between these texts. In particular,
the tools and concepts introduced allow us not only to associate a numerical index useful to quantify the similarity or
dissimilarity between the different texts of a given corpus but also to highlight numerical elements and parameters of
the multilayer derivative graph that, from this work, we can associate to a text (or corpus), and that can be considered
as a kind of “mathematical signature” characteristic of that text. Moreover, the methodology developed can be applied at
different levels. Thus, for example, for a given text, it is possible to consider not only the structure of the defined multi-
layer hypergraph in which the nodes are the words and the hypergraphs are the sentences, but also, and successively, a
hypergraph in which the nodes are the words and the hypergraphs are the paragraphs, and another in which the nodes
are the sentences and the hypergraphs are the paragraphs. Considering this sequence of mathematical structures (mul-
tilayer derivative graphs) and the different characteristic parameters of these structures (such as the diameter or degree
distribution, the centrality of the hypergraph, the efficiency, and others), we will be able to point out singular elements
that allow us to characterize and compare different texts, and even group them according to some of the characteristics
that constitute their hallmark in terms of style.

This specific study, as well as the possible usefulness of the tools introduced to obtain technical characteristics related
to the styles of the different authors and the level of linguistic competence of any text written in English, will be analyzed
and developed in future works.

We believe it is important to highlight the usefulness of these concepts for their possible application to text classification,
text summarization, machine translation, stylometry, and authorship detection.

Undoubtedly, the tools derived from the linguistic analysis obtained through the use of these new tools will provide
us with new models and better instruments to typify and locate the characteristics of the style of the different authors
together with the style and intrinsic linguistic characteristics found in specialized texts in terms of collocations, word
sense disambiguation, and syntagmatic structures.
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APPENDIX A: LIST OF MOST RELEVANT PHRASES OF THE DATASET

The list of the most relevant sentences in the corpus under study is shown below. Their relative position can be seen in
Figure 6. Bear in mind that commas and other punctuation symbols have been removed, and that the corpus has been
treated as the data set on which we have applied the algorithms, so it cannot be considered as a “homogeneous” text.

h1 This recommendation is based on one hand on the similarity between authors preference and the submitted query
and on the other hand on the betweenness centrality of authors found on the search path.

h2 It is worth adding that those driver agents do not possess any super power of any sort but they simply temporarily
become informed leader as they happened to have discerned the danger first any other agent in the swarm could
be driving the group as long as it is subjected to specific external cues which are not made available globally to the
whole swarm.

h3 The applied approach is a supervised machine learning approach where we attempt to learn a model for link
formation based on a set of topological attributes describing both positive and negative example.

h4 Positive systems are often found in the modeling of biology hydrology engineering and industrial process whose
variables represent quantities that don't make sense unless they are nonnegative for example time in stochastic
game algorithms money and goods in Leontief model data packets flowing in a network quantity of bacteria in a
epidemiological model etc.

h5 As an example, we apply this study to a multilayered network formed by two layers the social network of col-
laboration of the Spanish scientific community of statistical physics and the telecommunication network of each
institution.

h6 In this sense, when studying the factors involved in learning carried out by system associated with e-learning, the
existence of numerous variables involved in the development of these learning and teaching process is observed
such as educational level of students knowledge of ICT by students and lecturers places and moments for learning
and teaching electronic devices used and personal and institutional situations.

h7 After a careful review of dozens of review experiences over the last 15 years and applying the knowledge gained
from the authors’ direct involvement in the most relevant experiences, 5 additional criteria were identified to be
included in the review methodology and software development, encompassing all non-software components of the
review system.

h8 Since the implemented solution is responsible for the safeguard of the properties inherent to democratic elections as
well as voter rights, the authors consider that it is a safer option to wait until a sufficient budget has been allocated
rather than starting a project without enough resource.

h9 In this article, a remote electronic voting system is defined as a voting system used in a remote noncontrolled envi-
ronment through electronic means in which the vote is sent partially or totally via an internet connection from
a personal computer or mobile device which has not been specifically designed as a specialized electronic voting
machine.

h10 One of the main differences between this model and classical stage structured model is that in the current model
we can alter the number of adults contributing to eggs production.

h11 In this paper, we propose a random network to model the evolution of the academic performance focused on the
educational level of bachillerato in Spain.

h12 While the match between our theory and numerical simulation on synthetic network of both types is excellent
Gleeson network may be parameterized to fit the degree distribution and clustering spectrum of real world network
thus allowing us to achieve a significant improvement over standard non clustered theory in this case.

h13 The steps of the methodology are the following network transformation into a weighted graph with trunk pipes seg-
regation based on a factor and pipes weights community detection in the reduction graph through label propagation
algorithm entrance definition to each sector based on an energy assessment.

h14 We show numerically that the information of edge correlation between layer offers substantial insight in the complex
multiplex structure thus contributing to simplified and faster analysis and design of multiplex graph with desired
consensus or synchronization properties.

h15 Although weak subcriticality sets the necessary condition for a freezing out dynamics as we crossover a secondary
bifurcation, we find out an unexpected critical behavior in regard of the standard Kibble–Zurek prediction.
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18 CRIADO-ALONSO ET AL.

h16 Although our system can work at a realtime frame rate for the considered video resolution, its tracking accuracy is
affected by factors like the scene illumination condition, the contrast of the targets with respect to the background,
the velocity of each target, and the frame rate of the video.

h17 The properties of the network are compared with their corresponding spatial scale in order to derive allometric
scaling laws.

h18 While such an approach has been successfully applied in the context on simple network, different options can be
applied to extend it to the multiplex network context.
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