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ABSTRACT Presentation attacks are one of the many dangers facing law enforcement today. In addition,
material science is constantly advancing and criminals, aware of this fact, are taking advantage of new
composites to manufacture new artifacts that allow them to cross borders by breaching border control points.
This article presents the creation of several presentation attacks using make-up, hyper-realistic latex, and
prosthetic masks. It is worth noting that such attacks do not receive adequate attention, due to the difficulty
in their elaboration. The work of professionals in the make-up sector is required. Each stage of processing is
analyzed for any artifacts that would facilitate the detection of the attack, using a multispectral approach in
the visible and thermal spectra. The methodology evaluates three different face recognition systems (FRS),
the different stages of impersonation, i.e. when a specific part of the face such as nose, cheekbones, jaw,
or eyes is incorporated. The results show that certain parts of the face improve impersonation and make it
more difficult for the algorithms to detect possible impersonation. However, other parts of the face, such as
the jaw, not only do not improve impersonation but also significantly worsen performance. Using OpenFace
as an FRS example, which is one of the FRS employed in this research work, the bonafide comparison of
the target yields a score of 0.304, while with the make-up attack before applying make-up to the jaw, it gives
0.291, and after applying make-up, it gives 0.421.

INDEX TERMS Biometric systems, presentation attack construction, make-up attack, prosthetic mask
attack, latex mask attack.

I. INTRODUCTION
The use of biometric technologies is growing in relevance
as it becomes part of our daily lives. There is a wide
variety of biometric traits, being the most commonly used the
fingerprint, face and iris. Biometric systems use these traits to
identify or verify different persons.

Biometric systems are divided into different modules that
include a biometric sensor, as well as the feature extraction
and the matching module. All these modules and all their
connections are vulnerable to spoofing attacks. However,
these systems tend to be encapsulated systems, making the
sensor the only way to introduce an attack without gain access
to the system. The sensor module captures the biometric trait
to be used by other modules of the system.

The associate editor coordinating the review of this manuscript and

approving it for publication was Khoa Luu .

Since the implementation of specialized attack detection
systems, attack techniques have evolved in tandem, pro-
gressing and adapting alongside the new defenses. Attacks
that were initially dangerous have now been overcome
and are easily detected with high levels of precision.
However, other attacks remain a threat and cause for concern
because they are difficult for even experienced security
personnel to detect automatically. These attacks include
the use of make-up, prosthetic, or hyper-realistic latex
masks.

A presentation attack (PA) occurs when a false reproduc-
tion of the biometric is presented to the system with the aim
of impersonating a legitimate user. There are two different
approaches to this type of attack. On the one hand, the attacker
could present a fake biometric, such as an altered image,
to the sensor. Alternatively, the attack could be inserted into
the internal data of the document. The fraudster could insert
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the altered photo into the document’s internal memory and
gain access at a biometric checkpoint.

This research focuses on the creation of three types of
facial PAs that are less noticeable and harder to detect.
In the make-up attack, the impersonator uses make-up to
resemble the target. The prosthetic mask attack involves the
use of a prosthetic mask and make-up to impersonate the
target. Prosthetics are made of a material similar to human
flesh. Finally, the latex mask attack involves the impostor
impersonating the target using a soft, hyper-realistic latex
mask. A trafficking network using such techniques was
recently uncovered in Spain [1].

These attacks were analyzed with the aim of characterizing
an impersonation. They have been divided by facial regions,
trying to categorize the most relevant areas and the point of
greatest similarity between the impostor and the target. These
attacks have been studied in visible and thermal spectra.
The images shown in this paper do not have any kind of
digital retouching, simulating the case where the attacker tries
to pass himself off as the verifiable owner of an identity
document stolen from the target.

The make-up attack and the prosthetic mask attack
were created by Amarante [2], a professional make-up
artist, and Rosa [3], a professional FX make-up artist. The
mask attack was created by Crea Fx Special Effects [4],
a laboratory specialized in the creation of special make-up
effects.

This paper is organized as follows: Section two presents
the state-of-the-art. The following section describes the
construction of the attacks. Section four is addressed displays
the outcomes and provides a brief discussion. Finally, section
five highlights the main conclusions and suggests future
avenues of research.

II. PREVIOUS WORK
The PA can be constructed with any type of biometric feature
such as fingerprints [5], [6], [7], [8], [9], the iris of the
eye [10], [11], [12] and the face [13], [14], [15].
Focusing on the facial attacks, there is awide variety of pre-

sentation attack instruments (PAIs), including pictures [13],
[14], [16], videos [13], [14], [15] and cardboard masks [14].
Other types of attacks include make-up and 3D masks, which
are the main topic of this research work.

The use of make-up allows faces to be modified in a
temporary way. Make-up can change the perception of the
face or its regions, such as the shape of the face; the shape
and size of the nose; the size or appearance of the mouth; the
shape, color, and position of the eyebrows; the shape, size,
and contrast of the eyes; the concealment of dark circles; and
the color of the skin [17]. Make-up can also reduce our ability
to recognize faces [18] and also degrade the performance of
face recognition systems [19], [20]. For these reasons, make-
up is a widely used technique in visual performances such as
films, series and theatre.

There are two ways to achieve make-up effects: using
digital beautification techniques or programs, which are

widely used in social media, [21], [22], [23], and using
physical make-up, which is the focus of this research.

Make-up attacks can be countered by presentation attack
detection (PAD) methods. These methods are mostly at the
sensor level, processing the system inputs. Several make-up
PAD approaches have been proposed in the literature.
Make-up has been detected by analyzing different facial
features such as face shape, color, and textures [24], [25].
Fusing information from different features was also used to
create a robust, make-up-resistant recognition system [26].
MIFS [27] is a public database containing images of the
impostor, targets, and impostors spoofing the target using
make-up obtained from YouTube videos. In addition, the
authors demonstrated that some systems can be vulnerable
to make-up attacks and that the make-up can be used to
adversarial attacks [28]. In [29], the authors propose a
new approach to make-up-invariant face verification using
a bi-level adversarial network, while in [30] a make-
up-invariant face verification method based on weakly
supervised learning is presented. The main idea in the latter
is to learn discriminative facial features using facial images
with varying degrees of make-up.

3D masks pose a problem because they can be purchased
at a moderate cost to impersonate a desired person. There
are different types such as rigid or flexible and can vary
in manufacturing materials e.g. ceramic, latex, or silicone.
There are some public 3D mask datasets in the literature.
Some of them focus on rigid mask attacks, such as
3DMAD [31] and HKBU-MARs [32], while others like
SMAD [33] or MLFP [34] are datasets of flexible masks.
Datasets like MLFP [34] and ERPA [35] provide images
captured by different types of cameras like RGB, NIR or
thermal.

PAD for mask recognition can be divided into three
approaches. Appearance-based methods aim to detect differ-
ences inmicro-appearance, such as colour or texture, between
a real or texture, between a real face and a mask. In order to
achieve this goal, texture detection algorithms, in particular,
local binary patterns (LBPs). Motion-based approaches
attempt to detect the absence of involuntary movements
of facial muscles, such as eye blinks, mouth movements,
movements or head rotation, in synthetic mask materials. The
first two approaches are beneficial for detecting rigid masks
but may fail for flexible masks, as these are of higher quality
and have movements and textures and textures that are more
similar to those of the skin.

The liveness detection approach uses other cues of real
faces for determining liveness. It uses intrinsic liveness
signals like gaze information [36] or remote photoplethys-
mography signals (rPPGs) [32], [37], which attempts to
measure a subject’s heart rate through a camera remotely. The
technique is based on the principle that the light reflected by
the skin of the face varies slightly depending on the blood
flow that changes with each heartbeat. Another technique
uses thermal information; in face, comparing images across
different cameras, exploiting the thermal spectrum was the
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FIGURE 1. Images of the impostor and the target.

most effective way of detecting this type of attack [34].
However, in [38], a study was conducted to detect different
types of PAIs, from images to 3D masks, using various deep
learning models, and it was found that latex masks were the
most difficult to detect with thermal cameras.

In the last years, most of approaches in PAD have focused
on detecting as many possible attacks in a more generic
way [39], [40], [41], [42], [43].

III. ATTACK CONSTRUCTION
This chapter is divided into three subsections. The first
subsection is devoted to presenting the make-up attack
method. The second subsection shows the prosthetic mask
attack; it is further composed of two steps. The third
subsection is addressed to the latexmask attack. These attacks
are analyzed in the visible and in the thermal spectrum,
with the impostor attempting to impersonate the same target.
Although the attack examples were created using different
individuals (the authors) as models, all the images feature
the identical impostor and target for the sake of readability.
Figure 1 displays the impostor’s and the target’s faces.

A. MAKE-UP ATTACK
This technique is commonly used in TV shows and is
designed to be most effective when viewed from a particular
angle, typically the camera’s perspective.

During this experiment, at the request of themake-up artist,
the target person served as a physical model throughout the
attack creation process; however, this is not essential, as it is
possible to use images of the target personwithout them being
present.

The make-up process focuses on different areas of the
impostor’s face; from top to bottom.

• The eyes: The regions around the impostor’s eyes such as
the eyebrows and the bags under the eyes, aremade-up to
look like the target’s eyes. The made-up eyebrows take
the corporal heat of the impostor (see Figure 2A).

• The nose. A material similar to plasticine, called soft
putty is used to enlarge the nose of the attacker,
as his nose is narrower and less long than the target.
Soft putty is an easily modeled, soft wax preparation
with especially good adhesion characteristics, for the

alteration of characteristic facial forms. Soft putty
is applied over the skin and shaped with a palette
knife [44]. The soft putty is made up after its application.
If the target’s nose were shorter than the attacker’s nose,
the attacker’s nose would be reduced in appearance by
creating shadows with make-up. Thermal imaging can
identify a region in the nose area that does not have the
right temperature. The large amount of soft putty located
in the nose region cannot acquire a similar temperature
to the rest of the face (see Figure 2B).

• The mouth. The impostor’s lips are reduced with the
make-up because the impostor’s lips are wider than the
target’s. The made-up lips do not show any disruption at
the thermal level (see Figure 2C).

• The jaw. The same methodology is used for nose make-
up. This region is divided into two subregions, the right
side and the left side of the jaw. The impostor’s jaw
is enlarged using soft putty to impersonate the target.
Make-up can then be applied to the soft putty, enabling
the simulation of a beard to the point of painting the
individual hairs. For the jaw region, a much smaller
amount of soft putty was used compared to the nose
region. This smaller amount of soft putty correctly
acquires the temperature of the impostor’s face (see
Figure 2D).

• Complete make-up. Finally, the target’s skin colors are
warmer than the attacker’s and the application of general
make-up is necessary to create a skin pattern with a
uniform color similar to that of the target. In this step,
skin moles are also removed. With the exception of
the nose, the attack matches the right temperature (see
Figure 2E).

This attack was created by Lewis Amarante [2], a profes-
sional make-up artist, and it took eight uninterrupted hours to
complete the whole process.

B. PROSTHETIC MASK ATTACK
In this attack, the collaboration of the target is necessary
because a mold of their face is required. To perform this
attack, it is necessary to divide it into two sessions. The aim
of the first session is to obtain molds of the target’s and
impostor’s faces. In the case of this paper, the artists worked
for an entire month to create the prosthetic mask from such
molds. In the second session, the prosthetic mask is placed
over the attacker’s face.

This attack was created by Lewis Amarante [2], a pro-
fessional make-up artist, and Raquel Pintado Rosa [3],
a professional FX make-up artist.

1) OBTAINING THE FACIAL MOLDS
This process is carried out twice, and it is mandatory to obtain
the attacker’s and the target’s facial molds. The acquisition of
facial molds involves three steps:

• Application of the plastic layer. A layer of petroleum
jelly is administered to the subjects’ faces to avoid
harming their skin. After applying the petroleum jelly,
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FIGURE 2. Creation of make-up attack, shown step by step in the visible
and thermal spectrum. (A) Making up the eyes. (B) Nose construction.
(C) Mouth modification. (D) Shaping the jaw.(E) Complete make-up
application.

the entire face is covered with a layer of special
malleable plastic, respecting the nostrils and allowing
the subject to breathe (see Figure 3A).

• Plaster support. Plaster strips are applied on top of the
previous layers to form a plaster mask. This mask forces
the plastic layer to capture the subject’s facial traits (see
Figure 3B).

FIGURE 3. Creation of the face molds. (A) Application of the plastic layer.
(B) Plaster support for the plastic mold. (C) Acquisition of the mold.

• Mold acquisition. Once the plaster mask is dry, it is
removed. The plastic layer will also have dried, produc-
ing a texture similar to latex (see Figure 3C).

The creation of each mold takes around one hour. The
authors of this research do not recommend this process for
someone who suffers from claustrophobia.

2) CREATION OF THE PROSTHETIC MASK ATTACK
The second session takes place one month later after the
construction of the facial molds. During this month, the artists
created the prosthetic mask. New and much more precise
plaster face molds are created from the plastic ones (see
Figure 4A). Using these molds as a reference, it is possible
to obtain the facial morphology of the subject, altering or
diminishing the physical and structural aspects of the face.
The mask is composed of small pieces of a synthetic material
similar to human flesh (see Fig 4B). The prosthetic mask
represents what needs to be added to the impostor’s face to
make it morphological accurate to the target’s (see Fig 4C).
A complete facial construction can be seen in Fig 4D.
The process of fitting the mask can be summarised in the

following steps.
• Putting on the mask. Each piece of the mask has a
specific position on the impostor’s face where it must
be placed. Depending on the facial morphology of the
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FIGURE 4. Construction of the prosthesis. (A) Plaster face molds. (B) Mask pieces. (C) Obtaining the parts of the face mask. (D) Facial construction
using the mask.

person being impersonated, some partsmay overlapwith
others. The mask is assembled piece by piece like a
jigsaw puzzle and glued onto the attacker’s face. The
pieces have a thicker border to make it easier for the
artists to handle them; these borders are removed once
they are placed on the impostor’s face. Once all the
pieces have been fitted, make-up is applied to conceal
the connections between them. Analyzing the thermal
images once the mask is completely assembled, it can be
observed that the nose and chin areas do not acquire the
temperature that would be expected from genuine facial
features. This happens because the mask is particularly
thick in these regions (see Figure 5A).

• Applying make-up to the eyes. Make-up is then applied,
around the impostor’s eyes, to regions such as eyebrows
and the bags under the eyes. At this point in the
experiment, there was a problem with the adhesion of
one region of the mask to the face and it was necessary
to add a patch to properly grip and stick the former to
the latter. The patch is invisible to human eyes, but not
to a thermal camera (see Figure 5B).

• Complete mask attack. General make-up is finally
applied to create a uniform skin colour pattern similar
to the target’s skin. Although the mask acquires the
temperature of the face, there is a loss of approximately
two degrees when thermal images are analyzed. The
nose and chin have higher losses. This means that,
if the system is equipped with a thermal camera,
the presence of a mask could potentially be detected
simply by properly thresholding the thermal image data
(see Figure 5B).

It took five uninterrupted hours to complete this session.

C. HYPER-REALISTIC LATEX MASK ATTACK
For the creation of the latex mask, it is necessary to obtain
front and profile photographs of both, the person whose mask
is to be created and the person who will wear it. Additionally,

FIGURE 5. Creation of the prosthetic mask attack. (A) Donning the mask
and concealing its connections. (B) Make-up applied to the regions
around the eyes. (C) Complete make-up result.

a set of head measurements of both subjects is also required
to obtain a better resemblance.

The collaboration of the target may not be necessary. For
example, the photographs could be obtained from social
networks, and one could use head measurements taken only
from the impostor. Resemblance to the target would be
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TABLE 1. Analysis of the scores generated by different FRS.

FIGURE 6. Latex mask attack. (A) Target. (B) Impostor wearing the mask.
(C) Thermal analysis of the mask.

degraded, but this would enable carrying out some degree of
impersonation without the target’s cooperation.

The latex mask created for this paper was entirely hand-
crafted by artisans, highlighting details such as expression
lines or birthmarks. The mask has a hole for the eyes
(cropped-eyes), allowing the wearer to see, and a practically
imperceptible junction between the lips to facilitate breathing
for the wearer (see Fig. 6). Thanks to the eye holes, the mask
would avoid a portion of the liveness detectors found in the
literature [15], [45].

Although the mask fits perfectly, it does not acquire the
same temperature as the wearer’s face. The eyes are the
warmest point on the face, as there is no mask covering that
region. It should be noted that the mask does not reach the
same temperature as the wearer, with a noticeable difference
from the temperature of the neck.

This attack was created by Crea Fx Special Effects [4],
a laboratory specialized in the creation of special make-up
effects and it took two months to create this mask.

IV. RESULTS AND DISCUSSION
This chapter explores the possibility of impersonating another
person using different attack methods. Additionally, it ana-
lyzes the attacks by examining the scores at each step of the
attack creation process. The reason for dividing the attacks
into stages is to study how the attacker gradually resembles
the victim as the presentation attack progresses. For these
purposes, the analysis is carried out with different deep face
recognition systems (FRS), the open-source OpenFace [46],

the well-known FaceNet [47] implemented through [48], and
the recent ArcFace [49] system. The experiments involve ten
images, with different models, in all the stages of the attacks’
construction. The score values represent the resemblance
between two faces calculated by the FRS. A closer value to
0 indicates a higher level of similarity. A database of one
hundred users is used to standardize the score values. This
methodology was repeated for each FRS (see Fig. 7) and
all its values are collected in the Table 1. The used metrics
have been selected for compatibility with other authors. Exact
thresholds could be adapted to the specific conditions of the
border control. In some situations (i.e. flights arriving from
low-risk countries) false rejection rate (FRR) could be lower,
although the false acceptance rate (FAR) was higher. In the
case of high-risk countries, the FRR could be higher since
the FAR could be kept to a lower threshold. The operative
thresholds could be selected depending on these conditions
and could not be a fixed parameter.

A. POSSIBILITY OF IMPERSONATION
The scores generated by different images of the target
are categorized as bonafide and the scores generated by
comparing the target with the attacker are referred to as
impostors. These scores are analyzed and compared to the
results obtained from the final stages of each attack to
verify the possibility of identity theft using these methods.
The scenarios evaluated include bonafide, impostors, the
complete make-up attack, the complete prosthetic mask
attack and the latex mask attack (see Fig. 7A).
Openface shows several problems with these attacks. The

scores generated from different bonafide images (the target)
have a range between 0.107 and 0.338, whereas the impostor
has a range of 0.560 to 0.761. The three attacks obtain a
similarity score closer to bonafide scores. Themake-up attack
achieves remarkable range scores between 0.346 and 0.477,
similar to those that have been assigned to a genuine user. The
prosthetic mask also obtains fairly good results with a range
of 0.446-0.530, while the latex mask achieves the best ones,
surpassing even better results than the make-up attack with
results ranging 0.292-0.315.
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FIGURE 7. Comparison scores. (A) Final stages of attacks. (B) Stages of the make-up attack. (C) Stages of the prosthetic mask attack.

Facenet generated bonafide range scores of 0.139-0.398,
and the impostor’s scores achieved a range of 0.581-0.867.
The make-up attacks also seem to be quite effective against
this FRS with a score range of 0.554-0.770. The prosthetic
mask obtains worse results regarding the similarity, getting
a range score 0.707-0.756. Indeed, the hyper-realistic latex
mask again achieves excellent results, obtaining a range of
0.371-0.389, similar to a genuine user.

The Arcface system accomplished a bonafide score range
of 0.068-0.150 and 0.805-0.961 in the impostor category.
Although discrimination with Arcface is considerably better,

the attacks also provide similarity scores that are closer to
those of genuine users. The make-up attack realizes a score
range 0.738-0.827 and the prosthetic mask 0.707-0.754. The
best attack scores are again generated by the latex mask,
achieving a score range of 0.592-0.627. Notice that Arcface
is the only system in which the prosthetic mask attack
achieves better results than the make-up attack. Nonetheless,
the similarity scores of all these attacks are far behind the
score generated by a genuine user.

It can be observed that all three systems excel notably
in distinguishing between bonafide and impostor users. The
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latex mask reaches the highest similarities to the target in all
scenarios among all the attacks.

B. INSIDE THE MAKE-UP ATTACK
The scores generated by each stage of the make-up attack are
compared (see Fig. 7B). The make-up and prosthetic mask
attacks are divided into incremental phases, meaning that the
second phase involves the first one, the third phase includes
the first two, and so on. The make-up attack is divided into
the following phases: make-up eyes, make-up nose, make-up
mouth, make-up jaw, and complete make-up.

The score ranges for those scenarios are as fol-
lows. Concerning Openface, the values obtained about
make-up are 0.287-0.508 (eyes), 0.219-0.468 (nose),
0.292-0.540 (mouth), 0.392-0.504 (jaw) and 0.346-0.477
(complete). Analogously, regarding FaceNet, the values
attained about make-up are 0.510-0.755 (eyes), 0.532-0.636
(nose), 0.465-0.646 (mouth), 0.516-0.758 (jaw) and
0.553-0.770 (complete). Finally, the outcomes of ArcFace
are 0.682-0.865 (eyes), 0.666-0.861 (nose), 0.615-0.847
(mouth), 0.673-0.815 (jaw) and 0.738-0.827 (complete).

The different stages of the make-up attack have a
similar progression in the three scenarios. As the make-
up process progresses, the similarity to a genuine user
gradually increases up to a specific point, before the make-up
process is fully completed, and the similarity decreases as
the score increases. The key point of the make-up attack is
that the eyes, nose and mouth are made up are the most
distinctive features of these systems. Applying make-up to
the jawline not only proves to be unnecessary but also
counterproductive, worsening the previous results. The final
stage, the complete make-up phase, does not appear to
contribute much to the final result. This attack can achieve,
or closely approach, the similarity score generated by a
genuine user when the best result for each FRS is analyzed,
even improving the scores previously achieved by the latex
mask

C. INSIDE THE PROSTHETIC MASK ATTACK
With the make-up attack, the prosthetic mask attack is also
divided into incremental stages and each stage is analyzed
(see Fig. 7C). The prosthetic mask attack is divided into
the prosthetic mask, the prosthetic mask with eye make-up
and the complete prosthetic mask. The score ranges for
those scenarios explain as follows. About Openface, the
results accomplished are 0.433-0.491 (prosthetic), 0.413-
0.591 (prosthetic and make-up eyes) and 0.446-0.531
(prosthetic and mask complete). Concerning the FaceNet,
the scores achieved are 0.689-0.772 (prosthetic), 0.688-0.759
(prosthetic and make-up eyes) and 0.707-0.765 (prosthetic
and mask complete). Finally, regarding ArcFace, the out-
comes attained are 0.782-0.824 (prosthetic), 0.863-0.824
(prosthetic and make-up eyes) and 0.707-0.754 (prosthetic
and mask complete).

The results obtained from the stages of the prosthetic mask
do not exhibit the pattern followed in the case of the make-up

attack, as the process of progressively incorporating the
prosthetic mask, so as to gradually resemble the target person,
does not seem to affect the performance of the verification
systems. In fact, in the Openface and Facenet systems, there
are little variations in the similarity scores and, in the case of
Facenet, they approach the similarity scores generated by a
genuine user.

Depending on the system, the prosthetic mask can
approach the similarity scores generated by a genuine user.

V. CONCLUSION
This research presents the step-by-step construction of
different presentation attacks inspired by theworld of cinema,
namely the make-up attack, the prosthetic mask attack and
the latex mask attack. The effectiveness of these attacks
was tested against different facial recognition systems using
different individuals.

The purpose of this paper is to demonstrate that these
attacks can allow an impostor to simulate the facial features
of a genuine user to the point of enabling impersonation.
Whether or not these attacks can breach the security of FRS
depends on where the threshold is set. It is easier to breach
systems that are configured to be more friendly.

The best results were achieved by the latex mask attack,
but all the attacks presented could be used for impersonation
depending on the system used for evaluation. International
Civil Aviation Organisation (ICAO) categorizes systems
in the following levels, ordered from lower to higher
vulnerability: a system that performs a cursory examination
at the border control point, a system that acts as an
examination using simple equipment, and a system that
employs forensic techniques. These attacks should not have
difficulties bypassing systems at levels one or two [50]. More
examples of such attacks are needed to ensure that these
attacks are sufficient to breach the security of these systems.
The obtained data suggest that older systems are much more
vulnerable to such attacks than newer ones. Using similar
models and objects such as contact lenses, wigs, or earrings
could also lead to better results.

Another idea extracted from this study is that the point
of the closest similarity to the target may not be the final
stage of the attack construction (see Fig. 7). In the make-
up attack, the point of highest similarity was achieved only
when the eyes, nose, and mouth had make-up. This specific
point can become the point of highest similarity among all
the analyzed attacks and phases. The reason why jawline
make-up generated worse results may be due to several
factors: it could be that modifying this region significantly
alters the shadows and contours of the face, confusing the
system, or be simply due to the inherent degradation of the
first layers of make-up over time, which can affect the most
characteristic facial features and make it more difficult to
maintain the impersonation. In the prosthetic mask attacks,
there is no clear relationship between how the progression of
the attack affects the improvement of the similarity, as the
similarity scores barely varied.
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However, several disadvantages have been found in carry-
ing out these attacks. It is necessary to hire and coordinate
various artists. The creation of the prosthetic mask requires
a month, and the creation of the latex mask requires two
months of the artist’s work. Aside from the economic cost,
this makes it very difficult to mass-produce them in order to
generate a database. For the creation of the prosthetic mask,
the cooperation of the personwho is going to be impersonated
is strictly necessary. Once the make-up is removed, it cannot
be reused, and to remove the prosthetic mask, it must be
destroyed, making these attacks single-use. After several
hours, the first areas where make-up has been applied will
deteriorate due to perspiration and sweating of the skin,
causing attacks involving make-up to lose quality over time.
This fact negatively affects its performance because it makes
it more obvious to human eyes and also causes it to perform
worse with face recognition systems.

Analyzing the attacks in the visible, the make-up attack
and the prosthetic mask attack can be sufficiently discreet,
but the latex mask attack cannot. Make-up goes unnoticed
among people because we are familiar with it. Furthermore,
there are no clear limits on the maximum amount of wearable
make-up that is allowed. Concerning thermal analysis, in the
make-up attack, the temperature of the nose stands out, while
the rest of the face shows nothing out of the ordinary. In the
prosthetic mask attack, the mask has a temperature loss of
approximately two degrees. Despite the fact that the latex
mask varies in temperature, it achieves an average of five
degrees less than the temperature of an actual user, generating
human atypical temperature values and creating a sharp
contrast with the neck. However, this issue could be addressed
by increasing the size of the latex mask to cover the neck as
well. Nonetheless, it could be possible to create a PAD that
easily detects these attacks using thermal cameras using these
and other guidelines that could be inferred given a sufficient
database.
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