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#### Abstract

Crowd logistics is a recent trend that proposes the participation of ordinary people in the distribution process of products and goods. This idea is becoming increasingly important to both delivery and retail companies, because it allows them to reduce their delivery costs and, hence, to increase the sustainability of the company. One way to obtain these reductions is to hire external drivers who use their own vehicles to make deliveries to destinations which are close to their daily trips from work to home, for instance. This situation is modelled as the Vehicle Routing Problem with Occasional Drivers (VRPOD), which seeks to minimize the total cost incurred to perform the deliveries using vehicles belonging to the company and occasionally hiring regular citizens to make just one delivery. However, the integration of this features into the distribution system of a company requires a fast and efficient algorithm. In this paper, we propose three different implementations based on the Iterated Local Search algorithm that are able to outperform the state-of-art of this problem with regard to the quality performance. Besides, our proposal is a light-weight algorithm which can produce results in small computation times, allowing its integration into corporate information systems.
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## 1. Introduction

Nowadays, many people use e-commerce to buy and sell all kind of goods, products and services. The $24 / 7$ availability of the websites, the wide array of products and services, the easy reachability to get any of them in any place, the easy way of comparing prices and the possibility of gather opinions from other customers are some of the advantages that support the use of the e-commerce. These reasons, together with the lack of time of most citizens, make e-commerce continue to grow, which leads to an increase on the delivery services, especially in the last-mile operations [1].

Both delivery companies and retailers which also distribute their products strive to minimize the total cost and the delivery time to be more efficient [2]. However, the increase of delivery operations impacts on the sustainability of a company, either by enlarging the routes or by performing door-to-door distributions, which could require increasing the number of vehicles attending customers [3]. In an early stage of the last-mile development, ref. [4] held that the cost related to the last-mile operation may range between 13 and $75 \%$ of the total distribution cost. Therefore, the optimization of this step of the supply chain led to an important reduction on the distribution costs for many delivery companies that focused on solving the last-mile problem to reduce costs. Since then, many delivery companies have focused on reducing this cost, but it is important to emphasize that this range may vary significantly depending on the specific problem under consideration.

Recently, a new trend called crowd logistics is gaining relevance [5-7]. The idea behind this concept is to favor the participation of ordinary citizens in the distribution of goods. The authors of [6] distinguish between four types of crowd logistics: crowd storage, crowd local delivery, crowd freight shipping and crowd freight forwarding. We will only focus on one of them: the crowd local delivery or crowdshipping, as called by other authors [8]. In particular, the key concept of crowdshipping here is to either deliver orders through other customers, or hire regular people close to the delivery route to occasionally perform a delivery on behalf of a logistics operator. The implementation of this idea may contribute to the sustainability of a company because it will reduce the logistics network [6] and, eventually, reduce the urban traffic levels [9] as well as the logistics costs [10]. In addition, this can be an opportunity to obtain extra incomes for the occasional couriers at the cost of slightly modifying their daily route from work to home or vice versa [6]. Note that crowshipping can be seen as an example of sustainable transportation apart from other typical examples such as walking, cycling, carpooling, car sharing, or green vehicles [11].

The concept of crowd logistics is mainly related to the vehicle routing problem (VRP). The VRP aims to find the best routes to satisfy the demand of a set of customers, given a fleet of vehicles [12,13]. Therefore, since crowd logistics involves the last-mile operations, it can be tackled from the VRP point of view.

In this paper we propose a light-weight and efficient algorithm to optimize the lastmile logistics including the concept of crowdshipping. As it is well-known, the last-mile delivery problem consists on the transportation of the goods from the warehouse, called depot in this work, and the final destination, usually the customer's home or business. Lastmile problems are considered very important regarding sustainability since they involve the less efficient phase of the logistic process [14]. Furthermore, in this work, we consider those deliveries to be performed by ordinary citizens, the occasional drivers, as part of a crowdshipping strategy, in addition to the own staff of the delivery company. Previous works like [15] describe the impact on sustainability of this kind of distribution models.

Given the small computation time and low complexity of our algorithm, it can be included in a corporate information system with the objective of optimizing a set of delivery orders taking into account both delivery routes and occasional couriers. Hence, a company will be able to reduce its costs and increase its sustainability levels by hiring occasional couriers, since the proposed algorithm is able to optimize the last mile routes taking into account the collaboration of occasional drivers.

In order to assess our proposal, we have studied the Vehicle Routing Problem with Occasional Drivers (VRPOD). VRPOD is able to model last-mile situations appearing in delivery companies that allow crowdshipping in addition to their own staff. The VRPOD assumes that the company has a fleet of vehicles handled by regular drivers who make deliveries limited by the capacity of the vehicles. Furthermore, the company is able to hire a number of occasional drivers to make a single delivery using their own vehicles. The objective of the VRPOD is to minimize the total cost, calculated as the sum of the costs incurred by the regular drivers performing traditional routes, beginning and ending at the depot, plus the cost of paying the occasional drivers, since they provide their service in exchange of remuneration. To the best of our knowledge, this problem was firstly defined by [16], who studied the potential benefits of including occasional drivers to make deliveries as a way of crowdshipping. The authors considered two compensation schemes to pay fixed fees to every occasional driver.

Since then, new variants of the VRPOD have been analyzed. In the work proposed in [17], the authors considered that occasional drivers appear dynamically and they assume that stochastic information is known about this behaviour. Furthermore, occasional drivers could serve one or more of the customers. The authors propose a stochastic mixed-integer programming formulation to solve the problem. They study the effects of uncertainty to design the routes when the occasional drivers can appear later in the day. A similar work by [18] includes two aspects: the possibility for occasional drivers to make multiple deliveries and the time windows for the customers and so the occasional drivers. The
authors study the advantages of employing two different alternatives: occasional drivers that are allowed to perform multiple deliveries and occasional drivers that can split the deliveries. Their proposal is proven using two different mathematical models. Later on, a variant of the VRPOD in which occasional drivers may accept or reject the assigned delivery with a certain probability was presented in [19]. The authors solve the problem with a bi-level methodology in which they start by including all the deliveries in regular routes without the use of occasional drivers, and then include deliveries to occasional drivers taking into account their acceptance probabilities modelled using a uniform distribution.

There exist other problems related to the VRPOD although they present some differences since they focus on the crowdshipping. In [20], a variant of the dynamic pickup and delivery problem is introduced, in which occasional drivers dynamically appear to make deliveries in exchange for a small compensation. They study how profitable is the use of a platform that matches deliveries and occasional drivers in order to facilitate on-demand delivery. Furthermore, they use regular routes to serve customers for which the use of an occasional driver is not feasible or not efficient. They solve the problem using a rolling horizon framework approach to determine the matches based on the available information, and propose an exact solution approach to solve the matching problem each time new information appears. Other similar problem dealing with the crowdshipping is studied by [21]. In this paper the authors do not consider the use of regular routes to perform the deliveries but they just assume the use of occasional drivers (or crowdshippers), who can accept more than one delivery to transport more than one item meanwhile the vehicle capacity is not exceeded. They propose an exact solution methodology to solve the specific problem.

Among all the previous works and approaches to the VRPOD, we have selected the definition stated in [16] in order to assess our proposal. As it will be shown, we propose an algorithm able to either obtain optimal solutions when the optimal value is known, or to improve the best-known solutions, providing high-quality results in a reasonable amount of time for the VRPOD. Hence, our main contribution after [16] is the new algorithmic design, which is fast enough to be included in corporate information systems, and obtains better solutions than the previous work. To this end, we propose three different variants of the Iterated Local Search (ILS) algorithm, since this methodology has been successfully used to deal with many different variants of vehicle routing problems (VRP). For instance, in [22] an ILS algorithm solves the VRP with backhauls, being able to obtain high-quality solutions in short computational time. In [23], an ILS method is proposed to address another variant of this type of problems, the Multi-Commodity Multi-Trip VRP with Time Windows, outperforming the previous algorithm. Finally, in [24], the proposed ILS deals with the Split Delivery VRP obtaining highly competitive results.

Specifically, in this paper we present a multi-start ILS algorithm where a greedy randomized constructive method is proposed, and five different neighborhoods are combined to form a new extended neighborhood, which is explored by the local search step of ILS for the solution of the VRPOD. Besides, three perturbation strategies have been proposed and analyzed. In addition to the customary ILS implementation, we propose a straightforward parallelization of the ILS method, and a collaboration scheme where different ILS configurations cooperate in parallel. All these contributions have been assessed in a set of preliminary experiments where the final configuration and the parameter values for the algorithm have been determined. Finally, a detailed comparison with the state of the art is performed.

The rest of the paper is organized as follows. Section 2 describes the VRPOD problem. Section 3 details the algorithmic proposal implemented to solve the problem under study. Section 4 provides an extensive computational study, and performs a comparison against the state of the art. Finally, Section 5 draws the conclusions of this work and discusses future research.

## 2. Problem Definition

The VRPOD can be formally stated as follows. Let $G=(V, A)$ be a complete directed graph, where $V=\{0, K, C\}$ is the set of vertices, with vertex 0 as the depot, $K=\{1, \ldots, k\}$ the set of vertices representing the location of the occasional drivers and $C=\{1, \ldots, n\}$ the set of vertices corresponding to the location of customers $(|V|=1+k+n)$. Each node $i \in C$ has an associated positive demand $q_{i}>0$. Furthermore, $A=\{(i, j): i, j \in V, i \neq j\}$ is the arc set, where $(i, j)$ represents a path between vertices $i$ and $j$. For each pair $(i, j) \in A$, let $d_{i j} \geq 0$ be the length of the shortest path that connects $i$ and $j$. The cost of a route is the sum of the distances between consecutive nodes, including the depot.

Customers can be served by regular drivers on routes starting and ending at the depot. We consider their vehicles to have a limited capacity $Q$. This variant of the problem allows to hire occasional drivers to make a single delivery to a customer if the following condition is satisfied. An occasional driver $k \in K$ can serve customer $i \in C$ if $d_{0 i}+d_{i k} \leq \zeta d_{0 k}$ with $\zeta \geq 1$. In other words, if the extra distance to get the occasional driver from the depot through the customer $i$ is less than or equal to $(\zeta-1)$ times the direct distance from the depot to the occasional destination's location; $d_{0 i}+d_{i k}-d_{0 k} \leq(\zeta-1) d_{0 k}$. Therefore, $\zeta$ is referred as the flexibility of the occasional drivers. It is important to emphasize that a trip of an occasional driver is measured as the distance traveled from the depot to the customer and from the customer to the occasional driver location. Furthermore, it is assumed that the capacity of any occasional driver is enough to satisfy the demand of any customer but one occasional driver can serve a maximum of one customer.

The objective of the VRPOD is to minimize the aggregated cost incurred by regular and occasional drivers. Notice that an occasional driver is paid only if he/she serves a customer. This payment to the occasional driver is computed considering two different schemes, namely Scheme I and Scheme II. Both take into account a compensation rate denoted by $\rho$. In Scheme I, the compensation does not depend on the occasional drivers' destination. Thus, every occasional driver receives $\rho d_{0 i}$ as compensation for making a delivery to customer $i$. In this scheme, the compensation rate is limited to $0<\rho<1$. Therefore, this scheme only requires to know the location of the customers, which means that occasional drivers serving customers far from their locations are not compensated for the extra mileage incurred. As an alternative, Scheme II defines a compensation that actually depends on the destination of the occasional drivers, the customer location and the depot. In this case, each occasional driver $k$ receives a compensation of $\rho\left(d_{0 i}+d_{i k}-d_{0 k}\right)$ for the extra mileage incurred for serving the customer $i$, with $\rho \geq 1$. This variant is more difficult to put into practice since the company needs to know the destination of the occasional drivers. For further details, see [16] where a mathematical formulation is included.

In [16], the previously explained compensation schemes were studied to assess the advantages and disadvantages of implementing both schemes, taking also into account the economical benefits for the companies depending on the number and flexibility of the occasional drivers. A detailed formulation of this problem can be found in [16]. Despite that realistic situations may generate different compensation schemes depending on each specific delivery company payment policy, we will assess the efficiency of our proposed algorithms by means of a comparison with [16]. Consequently, we consider that the occasional drivers can only visit one customer since they are not professional couriers because splitting the deliveries would be more expensive for the delivery company. Besides, if the occasional driver is available to perform a delivery, then the probability of rejecting this service is uncertain and, likely, very low. Hence, we do not take into account this feature.

## 3. Algorithmic Proposal

In this paper, an Iterated Local Search (ILS) algorithm is proposed to tackle the VRPOD problem. This metaheuristic, see [25], proposes the coupling of a local search method with a perturbation or disturbance process that allows the local search to escape from local optima. We selected this algorithm due to its simple design, and, at the same time, very
effective performance. In fact, its design favors the implementation of parallel cooperative schemes, as will be later explained. In particular, we have used a multi-start approach for the ILS which accepts four different parameters: $n c$, which determines the number of constructions to be generated, that is, the number of starts of the algorithm; $\alpha$, which controls the greediness of the construction of solutions; $n p$, which corresponds to the number of perturbations that will be performed; and $\beta$, which is the perturbation intensity.

The pseudo-code of our proposal is shown in Algorithm 1. As stated before, ILS iterates $n c$ times generating a new solution by means of the constructive method (step 3) on each iteration. Then, a new loop begins, which will disturb and improve the solution $n p$ times (steps 4 to 10). After the perturbation and improvement (steps 5 and 6), the objective function value of the resulting solution $S^{\prime \prime}$ is compared with the current solution previous to the perturbation, $S$. If the new solution is better, the current best solution is updated (steps 7 to 9). Finally, the best solution is returned in step 15.

```
Algorithm 1 ILS \((n c, \alpha, n p, \beta\) )
    \(S^{\star} \leftarrow \varnothing\)
    for \(1 \ldots n c\) do
        \(S \leftarrow\) ConstructiveMethod \((\alpha)\)
        for \(1 \ldots n p\) do
            \(S^{\prime} \leftarrow \operatorname{Perturbation}(S, \beta)\)
            \(S^{\prime \prime} \leftarrow\) LocalSearch \(\left(S^{\prime}\right)\)
            if \(f\left(S^{\prime \prime}\right)<f(S)\) then
                \(S \leftarrow S^{\prime \prime}\)
            end if
        end for
        if \(f(S)<f\left(S^{\star}\right)\) then
            \(S^{\star} \leftarrow S\)
        end if
    end for
    return \(S^{\star}\)
```

Next, each one of the components of the ILS method will be described, as well as their complexity both in terms of time and space. Notice that the complexity of ILS is the maximum of its components.

### 3.1. Constructive Method

In order to generate a variety of different and good-quality initial solutions, a GRASP methodology has been implemented. GRASP (Greedy Randomized Adaptive Search Procedure) was proposed in [26] and formally defined in [27] as an iterative algorithm with two phases: a randomized construction phase that uses a greedy function to build solutions followed by a local search phase. Two main reasons lead us to select the GRASP methodology for the constructive phase: on the one hand, it is able to produce high-quality and diverse solutions by tunning the value of the $\alpha$ parameter, making possible to explore wider regions of the solutions space; on the other hand, its simple design makes it fast, being able to obtain a large number of initial feasible solutions in tiny computing times.

Given that the ILS procedure performs its own local search after the perturbation, we only execute the randomized construction phase in the constructive method.

A solution for the VRPOD is represented as a set $S$ of assignments corresponding either to routes of regular vehicles or to occasional drivers, considering that each occasional driver can attend only one customer, and each customer is attended only once. Hence, we propose a greedy function $g\left(S, a_{c}\right)$ for the GRASP construction phase. This function calculates the increase of the objective cost value in a given solution $S$ due to a route assignment $a_{c}$, being $c$ a customer of the instance. In this context, $a_{c}$ represents any valid assignment that does not break any problem constraint: each customer can be assigned either to any existing route (in any position, as long as the maximum capacity is not exceeded), to a new route or to any occasional driver available for the given customer.

Algorithm 2 details the pseudo-code of the proposed constructive method, which adds assignments to an initially empty solution $S$ (step 1). The candidate list $C L$ is created by including all possible assignments for each customer. We represent this process of obtaining all the assignments for the set of customers $C$ with the method ObtainValidAssignments shown in step 2. The constructive procedure iterates until the $C L$ is empty, that is, all customers are assigned either to a regular route or to an occasional driver (steps 3-11). At each iteration of the construction, all the assignments in CL are evaluated with the greedy function, $g\left(S, a_{c}\right)$, obtaining the best and worst values, $g_{\min }$ and $g_{\max }$, respectively (steps 4 and 5) to calculate the threshold, th (step 6). This threshold determines which assignments enter to the restricted candidate list, $R C L$ (step 7). The method is able to control the balance between greediness and randomness by means of the parameter $\alpha$, with $0 \leq \alpha \leq 1$. If $\alpha=0$, then only those assignments with the best value $\left(g_{\min }\right)$ are included in $R C L$, which is the full greedy case. If $\alpha=1$ then the $R C L$ will contain all the candidates and, therefore, the method will be completely random. Once the $R C L$ is filled with assignments, one of them is randomly selected following an uniform distribution (step 8), whose corresponding customer is denoted as $c^{\prime}$. This assignment is then added to the current solution in step 9, and the $C L$ is updated by removing all the assignments of the selected customer (step 10). This process is repeated until there are no valid assignments in the CL, which only happens after every customer has been assigned either to a regular route or an occasional driver. Therefore, the space complexity of the GRASP constructive method is $O(|V|)$, as the data structures size scales linearly with the number of customers and occasional drivers, while the time complexity is $O(|C| \times|V|)$.

```
Algorithm 2 ConstructiveMethod ( \(\alpha\) )
    \(S \leftarrow \varnothing\)
    \(C L \leftarrow\) ObtainValidAssignments \((C)\)
    while \(C L \neq \varnothing\) do
        \(g_{\text {min }}=\min _{v \in C L} g\left(S, a_{c}\right)\)
        \(g_{\max }=\max _{v \in C L} g\left(S, a_{c}\right)\)
        \(t h \leftarrow g_{\text {min }}+\alpha\left(g_{\text {max }}-g_{\text {min }}\right)\)
        \(R C L \leftarrow\left\{a_{c}: v \in C L \wedge g\left(S, a_{c}\right) \leq t h\right\}\)
        \(a_{c^{\prime}} \leftarrow \operatorname{SelectRandom}(R C L)\)
        \(S \leftarrow S \cup\left\{a_{c^{\prime}}\right\}\)
        \(C L \leftarrow C L \backslash\left\{a_{c} \in C L: c=c^{\prime}\right\}\)
    end while
    return \(S\)
```


### 3.2. Local Search

Once the construction of a solution is detailed, the local search procedure (step 6 of Algorithm 1) is next defined. In general terms, a local search algorithm traverses a neighborhood of solutions returning the best one, which is known as the local optimum. A neighborhood of solutions consists of the set of solutions that can be reached after applying a move to the current solution. To take advantage of the problem knowledge, our algorithm considers five different neighborhoods, $\mathcal{N}_{1}$ to $\mathcal{N}_{5}$. Therefore, the exploration of several different neighbourhood structures is preferred instead of just one, in order to reach high-quality solutions. The different neighborhoods are defined by the following moves, where all of them but 2-opt were also used in [16]:

2-opt: a sub-sequence of a route is reversed [28]. Figure 1 shows a simple example where the subtour delimited by customers $B$ and $E$ is reversed. This move produces the neighborhood $\mathcal{N}_{1}$. The space and time complexity of completely exploring this neighborhood, are $O(1)$ and $O\left(|C|^{2}\right)$, respectively.


Figure 1. Example of 2-opt move between $B$ and $E$ nodes, which implies that edges $\overline{A E}$ and $\overline{B F}$ are removed and edges $\overline{A B}$ and $\overline{E F}$ are inserted.

1-move: a customer served by a regular route is inserted into a different regular route. Figure 2 shows how customer B is included in a different route. This move produces the neighborhood $\mathcal{N}_{2}$. The space and time complexity of completely exploring this neighborhood, are $O(1)$ and $O\left(|C|^{2}\right)$, respectively.


Figure 2. Example of 1-move of B from solid line route to dashed line route.
Swap-move: a pair of customers served by different regular routes are exchanged. Figure 3 shows the swap of customers B and E. This move produces the neighborhood $\mathcal{N}_{3}$. The space and time complexity of completely exploring this neighborhood, are $O(1)$ and $O\left(|C|^{2}\right)$, respectively.


Figure 3. Example of swap move between B and E nodes.
In-move: a customer served by an occasional driver is included in a regular route. As can be seen in Figure 4 the customer B initially visited by an occasional driver will be served in a regular route after the in-move. This move produces the neighborhood $\mathcal{N}_{4}$.

The space and time complexity of completely exploring this neighborhood, are $O(1)$ and $O(|K| \times|C|)$, respectively.


Figure 4. Example of In-move of B.
Out-move: a customer served by a regular route is assigned to an occasional driver. Figure 5 shows how customer B, initially visited by a regular route, is now served by an occasional driver. This move produces the neighborhood $\mathcal{N}_{5}$. The space and time complexity of completely exploring this neighborhood, are $O(1)$ and $O(|K| \times|C|)$, respectively.


Figure 5. Example of Out-move of B.
The proposed local search method considers an extended neighborhood formed by the five defined neighborhoods. Algorithm 3 presents the pseudo-code of our proposal. As seen in the algorithm, the method iterates while the current solution is improved (steps 3 to 10). Hence, given an incumbent solution $S$, the five neighborhoods previously defined are explored in step 4 obtaining $S^{\prime}$, which is the best solution of the extended neighborhood. Then, it is compared with the best solution $S^{\star}$ in step 5, updating $S^{\star}$ if necessary in the following step. If no improvement was made, the guard variable is changed in step 8. At the end, the algorithm returns the local optimum $S^{\star}$ in step 11.

```
Algorithm 3 LocalSearch (S)
    \(S^{\star} \leftarrow \varnothing\)
    improve \(\leftarrow\) true
    while improve do
        \(S^{\prime} \leftarrow \arg \min _{S \in \cup_{i=1}^{5} \mathcal{N}_{i}(S)} f(S)\)
        if \(f\left(S^{\prime}\right)<f\left(S^{\star}\right)\) then
            \(S^{\star} \leftarrow S^{\prime}\)
        else
            improve \(\leftarrow\) false
        end if
    end while
    return \(S^{\star}\)
```


### 3.3. Perturbation Procedures

Another important step of the ILS algorithm is the way in which a solution is perturbed or modified. Given that this problem involves routes and occasional drivers assignations, several different perturbations can be explored. Among them, three different perturbation procedures are proposed in this paper, motivated by the need to reach a solution different from the incumbent one and different to its neighbors, considering the neighborhoods previously defined. The proposed perturbation procedures are next described:

RandomMove. A move from the five previously defined neighborhoods is randomly selected and executed, without evaluating the performance impact over the objective function. This perturbation is applied a fixed number of times, defined by the $\beta$ parameter. The complexity of this perturbation method corresponds with the time complexity of the used neighborhood.

RouteCost. This strategy firstly ranks the routes by their cost per customer, and then selects a route according to a probability distribution. The probability $p_{r_{i}}$ of choosing a certain route $r_{i}$ is given by Equation (1). This approach to select the route to remove is analogous to the one followed in [29] and [30] for the construction phase. In our implementation, removing a route has a time complexity of $O(|C|)$.

$$
\begin{equation*}
p_{r_{i}}=\frac{z_{r_{i}}}{\sum_{r_{j} \in R} z_{r_{j}}} \tag{1}
\end{equation*}
$$

where $z_{r_{i}}$ represents the cost per customer of route $r_{i}$, as seen in Equation (2), in which $f(r)$ represents the cost of a given route $r$, and $\left|C_{r}\right|$ the number of customers attended by a route $r$. In short, as a proportion, the more costly a route is per customer, the more likely it will be destroyed.

$$
\begin{equation*}
z_{r}=\frac{f(r)}{\left|C_{r}\right|} \tag{2}
\end{equation*}
$$

In case that all the customers where removed from a route, the route is deleted. This process is repeated $\beta$ times, producing a number of unassigned customers. Then, those customers are reassigned using the proposed constructive method (see Section 3.1).

RandomDeassign. It randomly selects $\beta$ customers following an uniform distribution, and their assignments are removed from the solution. Then, these customers are reassigned using the constructive method used in the ILS algorithm. In our implementation, removing a random set of customers from a given solution has a time complexity of $O\left(|C|^{2}\right)$.

All the three perturbation methods require an input parameter which, for the sake of clarity, we have labeled as $\beta$. This parameter determines the perturbation size, which has different meaning on each perturbation method, as explained above. Hence, the $\beta$ values analyzed in the experimental experience will be selected accordingly.

### 3.4. Parallel Cooperation Proposal

The parallel implementation of an algorithm is usually a straightforward task that allows the researcher to make use of the full performance of the computer where the algorithm is run. Moreover, as shown by many works in the literature, parallelism can contribute to the optimization search. For instance, in [31], a parallel Variable Neighborhood Search (VNS) approach is presented, where a cooperation among threads is developed on a master-slave scheme. The authors applied this proposal to successfully solve a well-studied location problem, the p-median problem. Several cooperative schemes for VNS are also studied in [32], showing that cooperation reaches better results than the straightforward parallelization in the obnoxious p-median problem.

Based on the previously exposed ideas, we propose a cooperation scheme for the parallel implementation of the ILS method. This cooperation is shown in Figure 6. As it can be seen, the multi-start ILS execution is divided into N workers, namely $I L S_{1}$ to $I L S_{N}$. Each worker will execute independently on a different thread following the implementation
shown in Algorithm 1, but applying the cooperation scheme. In particular, each worker creates a solution with the constructive procedure and, then, executes the internal for loop, which corresponds to steps 4 to 10 in the algorithm, labelled as ILSLoop in the figure. After a given number of executions of the loop, a migration of solutions is performed. In this cooperation, each worker $I L S_{i}$ with $i=1 \ldots . N$ "pushes" (sends) its current best solution to a FIFO queue, $q_{i}$, from which the following worker will "pull" (receive) a solution. Notice that $I L S_{N}$ sends its solution to $I L S_{1}$, creating a ring topology. Once a solution is taken from the queue, the ILS loop executes on the incoming solution until the following migration or the execution ends.


Figure 6. Parallel cooperation scheme for the ILS based on solution migrations.
The decoupling of workers by means of the queues makes this scheme very flexible, allowing different cooperative structures like master-slave or full connection [32]. However, we propose the ring configuration and the concept of round. A round is completed when a solution has visited every worker once. Therefore, if we set the number of rounds to two, each solution will visit each worker twice. In order to honor the total number of allowed perturbations, the algorithm will divide the number of iterations of the original for loop, given by the $n p$ parameter (see step 4 in Algorithm 1) by ( $N \cdot$ rounds).

As it will be shown in the next section, the main advantage of this proposal is being able to apply different configurations on each worker. Besides, given that the queues take care of the synchronization of the threads, the execution time will be determined by the slowest worker.

## 4. Computational Results

This section presents and discusses the computational experience conducted with the algorithms proposed in this paper. Firstly, we describe a set of preliminary experiments that allows us to tune the parameters of the algorithm. Then, we compare the performance of our proposal against the state of the art, which was stated in [16].

In order to perform a fair comparison, we have used the very same set of instances as the previous authors. In particular, they consider six types of instances: types C101 and C201, where customers are clustered; types R101 and R201, where customers are randomly
distributed; and types RC101 and RC201, where customers are partially clustered and partially randomly distributed. Following the approach from [16], we generated the different instances among the mentioned six types using the corresponding values for the parameters that characterize each instance. These parameters and their values are the following: the number of occasional drivers, $|K|$, with $|K|=\{13,25,50,100\}$ ); the compensation rate, $\rho$, with $\rho=\{0.05,0.10,0.20\}$ and $\rho=\{1.2,1.4,1.6\}$ for the compensation schemes I and II, respectively; and the flexibility of the occasional drivers, $\zeta$, with $\zeta=$ $\{1.1,1.2,1.3,1.4,1.5,1.6\}$. The combination of the values of the parameters across the six types of instances according to [16] produced a total number of 480 instances.

The experiments were run on a machine provided with a Ryzen 71700 CPU running at 3 GHz , with 16GB RAM. All the algorithms are implemented in Java 11.

### 4.1. Preliminary Experimentation

In order to select the best combination of parameters for our proposed algorithms, a representative subset of 70 instances out of a total number of 480 instances, was selected having the following final distribution: 8 instances with $|K|=13,9$ instances with $|K|=25$, 26 instances with $|K|=50$; and 27 instances with $|K|=100$. The selection was made by randomly picking an instance for each combination of $|K|, \zeta$ and $\rho$.

The first preliminary experiment is devoted to tuning the generation of the initial solution. As stated in Section 3.1, a GRASP approach is proposed. Therefore, it is required to determine the best value of the $\alpha$ parameter for this method. Tables 1 and 2 show the results obtained when solutions are built using the GRASP constructive method and the constructive method coupled with the proposed local search, respectively. In particular, 10,000 constructions are generated in both experiments. The first column of both tables contains the different values of the parameter $\alpha$ that have been studied: $\alpha=\{0,0.25,0.5,0.75,1$, Random $\}$, where Random means that a value for $\alpha$ was randomly selected at each iteration, following a uniform distribution. Besides, the number of times that the algorithm is able to attain the best value is shown in the second column (\#B.), being the best value the minimum value found by any of the compared algorithms in each experiment; the third column averages the best costs obtained across the 70 instances (Cost); and, finally, the last column shows the average computation time in seconds ( $\mathrm{T}(\mathrm{s})$ ).

Table 1. Performance of the different values of $\alpha$ for the proposed constructive method after 10,000 iterations.

| $\boldsymbol{\alpha}$ | \#B. | Cost | T(s) |
| :---: | :---: | :---: | :---: |
| 0.00 | 57 | 542.3 | 5.47 |
| 0.25 | 0 | 852.3 | 7.20 |
| 0.50 | 1 | 1480.0 | 11.73 |
| 0.75 | 0 | 1947.0 | 13.47 |
| 1.00 | 0 | 2073.0 | 14.29 |
| Random | 15 | 569.5 | 11.64 |

Table 2. Performance of the different values of $\alpha$ for the proposed constructive method coupled with the local search after 10,000 iterations.

| $\boldsymbol{\alpha}$ | \#B. | Cost | T(s) |
| :---: | :---: | :---: | :---: |
| 0.00 | 29 | 470.9 | 11.13 |
| 0.25 | 22 | 474.0 | 18.44 |
| 0.50 | 17 | 479.6 | 24.41 |
| 0.75 | 16 | 480.2 | 26.61 |
| 1.00 | 17 | 484.3 | 27.00 |
| Random | 25 | 471.5 | 24.77 |

The comparison of Tables 1 and 2 evidences the contribution of the local search. In a pairwise comparison of rows from both tables, it can be seen that, for each value of $\alpha$, the local search reaches better results not only in the number of times that the best value is obtained, but also in the quality of the solutions (see columns 2 and 3, respectively). Obviously, the CPU time is increased when the local search is run after the constructive process.

Given that the results of $\alpha=0$ and $\alpha$ randomly chosen are very similar when the local search is run, both configurations will be selected for the next experiment.

In the following experiment we will assess the contribution of the proposed perturbation methods. To this aim, the perturbations have been run with different values for the perturbation size $\beta$, for both $\alpha=0$ and $\alpha$ randomly chosen. Table 3 shows the results of this experiment, where the first column presents the two values of $\alpha$ considered in this experiment; the second column shows the three perturbation procedures, and the third column the values for the $\beta$ parameter. The values for $\beta$ have been determined experimentally taking into account a similar computational effort among the selected values. The remaining columns present the same results as in the previous experiment. To carry out this experimentation, we have run Algorithm 1 after one construction ( $n c=1$ ), which is the same for each instance in all the perturbation methods, hence performing a fair comparison among them. Besides, the value of $n p$, which is the number of times the perturbation method is run, was set proportional to the number of occasional drivers. In particular, $n p=100 \cdot|K|$.

Table 3. Performance comparison among the proposed perturbation methods.

| $\alpha$ | Perturbation | $\beta$ | \#B. | Cost | T(s) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | RandomMove | 10 | 23 | 443.4 | 4.43 |
|  |  | 25 | 38 | 436.3 | 5.85 |
|  |  | 50 | 40 | 430.2 | 6.19 |
|  |  | 75 | 28 | 435.6 | 6.19 |
|  | RouteCost | 1 | 1 | 513.5 | 2.78 |
|  |  | 2 | 1 | 510.3 | 3.10 |
|  |  | 3 | 1 | 514.8 | 3.42 |
|  | RandomDeassign | 1 | 5 | 456.5 | 0.84 |
|  |  | 2 | 10 | 452.6 | 2.04 |
|  |  | 3 | 8 | 449.6 | 3.43 |
|  |  | 5 | 10 | 448.4 | 5.71 |
| Random | RandomMove | 10 | 18 | 448.2 | 4.95 |
|  |  | 25 | 29 | 436.5 | 7.50 |
|  |  | 50 | 35 | 433.3 | 8.74 |
|  |  | 75 | 28 | 435.6 | 8.47 |
|  | RouteCost | 1 | 0 | 590.0 | 0.75 |
|  |  | 2 | 0 | 590.2 | 0.82 |
|  |  | 3 | 1 | 590.9 | 0.79 |
|  | RandomDeassign |  | 17 |  | 3.67 |
|  |  | $2$ | $22$ | $442.5$ | 5.88 |
|  |  | 3 | 19 | 441.4 | 7.37 |
|  |  | 5 | 17 | 442.7 | 8.85 |

In view of the values shown in Table 3, it can be seen that the best results are obtained by the RandomMove method with $\beta=50$, for both $\alpha$ values, and that the influence of the perturbation method over the final score is more important than the value of $\alpha$.

Besides, the RandomDeassign method obtains competitive results, with a $2.5 \%$ difference with respect to the best perturbation configuration, while the RouteCost method obtains the worst results.

Finally, in order to take into account other possible algorithmic strategies, we designed a memetic approach [33] to tackle this problem. Here, the local search was combined with a genetic algorithm where the routes were encoded with a double chromosome for both the regular and the occasional drivers. The usual crossover and mutation operators were also implemented and several configurations were explored in relation with the execution of the local search step.

From those preliminary experiments, we show in Table 4 the results of the most relevant executions of the memetic approach, labeled as MA. In particular, the table shows the comparison of number of best results obtained by the $I L S_{M}$ proposal, the exact approach from the state of the art (IP) and the memetic algorithm (MA) on a subset of small-sized instances.

Table 4. Comparison between $I L S_{M}$, the exact method (IP) and the memetic algorithm (MA).

| $\|\mathbf{K}\|$ | $\boldsymbol{\rho}$ | $\zeta$ | $\boldsymbol{I L S} \boldsymbol{S}_{\boldsymbol{M}}$ | $\boldsymbol{I P}$ | MA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 13 | 0.2 | 1.1 | 6 | 6 | 1 |
|  |  | 1.2 | 6 | 6 | 1 |
|  | 1.3 | 6 | 6 | 2 |  |
|  | 1.4 | 6 | 6 | 1 |  |
| 25 | 1.5 | 6 | 6 | 1 |  |
|  | 1.1 | 6 | 6 | 2 |  |
|  | 1.2 | 6 | 6 | 2 |  |
|  | 1.3 | 6 | 6 | 1 |  |
|  | 1.4 | 6 | 2 |  |  |
|  | 1.5 | 5 | $\mathbf{6 0}$ | $\mathbf{1 5}$ |  |

As it can be seen in the table, the memetic algorithm obtained poor results in relation with the two other proposals, while $I L S_{M}$ was able to reach 59 out of the 60 optimal values. In addition, the execution time of MA was more than 50 times longer than the $I L S_{M}$ approach. Therefore, we decided to omit the memetic approach from the final comparison.

### 4.2. Final Comparison

Once the ILS parameters have been studied in the previous section, we now proceed to compare our proposals with the state of the art, whose results will be labelled as SOTA. In brief, we propose a multi-start ILS algorithm, namely ILS; a straightforward parallel version of the multi-start ILS where the iterations of the algorithm are distributed among $N$ threads, called $I L S_{P}$; and our proposed cooperative parallel ILS with migration of solutions, $I L S_{M}$. This experiment consists on running these algorithms on the whole set of 480 instances. Next, we describe the particular configuration selected for this proposal.

The number of iterations of ILS is 100 , which corresponds to 100 constructions generated with $\alpha=0$, and the perturbation method used was RandomMove with $\beta=50$, since this configuration obtained the best results in the previous experimentation. The number of executions of the perturbation method was set to $n p=10 \cdot|K|$. This configuration is repeated for $I L S_{P}$ given that this is a parallel implementation of $I L S$.

Regarding $I L S_{M}$, we take advantage of the cooperative policy by applying different configurations on each worker. In particular, we have considered $N=4$ to be the number of cores used by the parallel versions of ILS, both $I L S_{P}$ and $I L S_{M}$. Therefore, we consider 4 different configurations for $I L S_{M}$. In order to select these configurations we chose the four best configurations in terms of number of best solutions, as shown in Table 3: RandomMove with $\beta=25$ ( $\alpha=0$ and $\alpha=$ Random $)$, and RandomMove with $\beta=50$ ( $\alpha=0$ and $\alpha=$ Random). The number of rounds was set to 2 , making any solution go through every configuration twice, as explained in Section 3.4.

Table 5 shows the comparison of the proposed ILS algorithms with the state of the art for those instances with 13 and 25 occasional drivers. The results are summarized for each value of $\zeta$, which represents the flexibility of the occasional drivers. For each algorithm ( $I L S, I L S_{P}$ and $I L S_{M}$ ) the averaged cost, the sum of best values (\#B.), and the execution time in seconds (T(s)) are calculated. Since no information is given about execution time in [16], only the cost and the number of best results are reported for the SOTA. As it can be seen in the table, all our ILS proposals obtain the best result for all the instances, reaching the same average cost among them and improving the results of SOTA. Regarding the execution time, the fastest algorithm is $I L S_{P}$, which is a straightforward parallel implementation of $I L S . I L S_{M}$ is slower than $I L S_{P}$ because its execution time is determined by the slowest worker.

Table 5. Performance comparison for $|K|=13$ and $|K|=25$ occasional drivers.

| $\|K\|$ | $\zeta$ | ILS |  |  | $I L S_{P}$ |  |  | $I L S_{M}$ |  |  | SOTA |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cost | \#B. | T(s) | Cost | \#B. | T(s) | Cost | \#B. | T(s) | Cost | \#B. |
| 13 | 1.1 | 242.38 | 6 | 8.67 | 242.38 | 6 | 1.84 | 242.38 | 6 | 3.13 | 242.53 | 5 |
|  | 1.2 | 232.84 | 6 | 8.29 | 232.84 | 6 | 0.78 | 232.84 | 6 | 3.39 | 233.12 | 4 |
|  | 1.3 | 230.28 | 6 | 8.08 | 230.28 | 6 | 7.00 | 230.28 | 6 | 3.30 | 230.58 | 4 |
|  | 1.4 | 229.53 | 6 | 7.72 | 229.53 | 6 | 2.14 | 229.53 | 6 | 3.37 | 230.38 | 2 |
|  | 1.5 | 222.27 | 6 | 7.40 | 222.27 | 6 | 1.72 | 222.27 | 6 | 3.13 | 223.43 | 1 |
|  |  | 231.46 | 30 | 8.03 | 231.46 | 30 | 2.69 | 231.46 | 30 | 21.26 | 232.01 | 16 |
| 25 | 1.1 | 232.20 | 6 | 14.34 | 232.20 | 6 | 3.37 | 232.20 | 6 | 5.18 | 232.58 | 4 |
|  | 1.2 | 227.96 | 6 | 14.32 | 227.96 | 6 | 3.38 | 227.96 | 6 | 5.75 | 228.23 | 5 |
|  | 1.3 | 225.24 | 6 | 13.35 | 225.24 | 6 | 3.49 | 225.24 | 6 | 5.45 | 225.25 | 6 |
|  | 1.4 | 216.07 | 6 | 11.84 | 216.07 | 6 | 4.07 | 216.07 | 6 | 5.18 | 216.08 | 6 |
|  | 1.5 | 212.02 | 6 | 11.35 | 212.02 | 6 | 3.21 | 212.02 | 6 | 4.88 | 212.02 | 6 |
|  |  | 222.70 | 30 | 13.04 | 222.70 | 30 | 3.51 | 222.70 | 30 | 5.29 | 222.83 | 27 |

For the medium size instances, where $|K|=50$, the results are aggregated by the compensation rate ( $\rho$ ) and the flexibility of the occasional drivers ( $\zeta$ ), as in [16]. Table 6 shows the results with the same indicators as in the small instances, but adding the relative percentage deviation from the best-known value (Gap). Looking at the results, we can point out that the average cost and the number of best results obtained by all the ILS proposals are better than the SOTA. If we focus on the number of best results (\#B.), it can be seen that the basic ILS obtains practically the same results than the SOTA in this metric, however, the parallel collaborative scheme, $I L S_{M}$, obtains almost $50 \%$ more best results than the SOTA. Furthermore, regarding the gap, it can be seen that all the proposed algorithms obtain better relative deviations from the best-known values than the SOTA, specially the parallel collaborative scheme, $I L S_{M}(0.21 \%)$. The execution time follows the same pattern as for the small instances, with $I L S_{P}$ being the fastest algorithm and $I L S_{M}$ the second one.

Finally, the results for the largest instances with 100 occasional drivers are shown in Table 7 in a similar fashion as the medium-size instances. As it can be seen, the performance gap between the ILS proposals and SOTA widens in terms of the number of best results. In particular, $I L S_{M}$ reaches more than twice the number of best results than SOTA, while also improving the average cost and having less than half of the deviation. Note that the other two ILS proposals do not improve the average cost of SOTA by a small margin. However, both ( $I L S$ and $I L S_{P}$ ) improve the number of best results obtained. Regarding the average execution time, the results are similar than in the previous tables.

As a first conclusion from the results, we can affirm that the cooperative $I L S_{M}$ proposal outperforms the basic $I L S$, the parallel $I L S_{P}$ and the SOTA methods in terms of cost and, specially, in terms of number of best results found. As previously mentioned, the $I L S_{M}$ method is slower than $I L S_{P}$ as its computation time is limited by the slowest worker. For the sake of space we have omitted the detailed results of all instances. However, we will make them publicly available at http:/ / grafo.etsii.urjc.es/ (accessed on 16 January 2021).

In order to statistically assess the behavior of the algorithms considered in this work, we carried out the Bayesian performance analysis for comparing multiple algorithms over multiple instances simultaneously described in $[34,35]$. This analysis considers the experimental results as rankings of algorithms, and on the basis of a probability distribution defined on the space of rankings, it computes the expected probability of each algorithm being the best among the compared ones. Not limited to that, it also assesses the uncertainty related to the estimation in the form of credible intervals. These intervals are computed using Bayesian statistics and they estimate the most likely values of the unknown parameter to lie within the interval given a certain probability.

Table 6. Performance comparison for $|K|=50$ occasional drivers.

| $\rho$ | $\zeta$ | ILS |  |  |  | $I L S_{P}$ |  |  |  | $I L S_{M}$ |  |  |  | SOTA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. |
| 0.05 | 1.1 | 539.7853 | 1.40\% | 2 | 419.5918 | 540.5165 | 1.53\% | 0 | 101.7118 | 532.3479 | 0.00\% | 4 | 170.3358 | 537.7986 | 1.02\% | 1 |
|  | 1.2 | 503.2001 | 0.80\% | 3 | 389.4178 | 500.6505 | 0.29\% | 3 | 64.05583 | 503.625 | 0.88\% | 2 | 203.561 | 499.225 | 0.00\% | 2 |
|  | 1.3 | 486.9723 | 0.26\% | 1 | 386.9173 | 488.1669 | 0.50\% | 4 | 95.45933 | 485.7328 | 0.00\% | 3 | 195.2685 | 491.2126 | 1.13\% | 0 |
|  | 1.4 | 471.8444 | 1.01\% | 3 | 382.2975 | 467.1162 | 0.00\% | 4 | 103.3242 | 470.8017 | 0.79\% | 1 | 193.2252 | 473.574 | 1.38\% | 1 |
|  | 1.5 | 453.8147 | 0.00\% | 3 | 383.0937 | 455.7323 | 0.42\% | 0 | 55.57933 | 454.9244 | 0.24\% | 2 | 191.0568 | 456.8082 | 0.66\% | 2 |
| 0.1 | 1.1 | 584.9547 | 0.00\% | 1 | 466.8708 | 585.692 | 0.13\% | 1 | 96.67783 | 585.4194 | 0.08\% | 2 | 233.156 | 587.1946 | 0.38\% | 2 |
|  | 1.2 | 551.9803 | 0.47\% | 2 | 430.2182 | 553.8638 | 0.81\% | 3 | 79.56183 | 553.4574 | 0.74\% | 3 | 231.1562 | 549.3987 | 0.00\% | 2 |
|  | 1.3 | 541.1348 | 0.00\% | 3 | 420.7238 | 547.067 | 1.10\% | 4 | 85.77933 | 546.0515 | 0.91\% | 3 | 222.7265 | 544.3012 | 0.59\% | 1 |
|  | 1.4 | 533.3659 | 0.59\% | 1 | 414.1407 | 535.6826 | 1.03\% | 3 | 100.1178 | 537.2698 | 1.33\% | 2 | 221.526 | 530.2156 | 0.00\% | 3 |
|  | 1.5 | 524.9017 | 1.55\% | 3 | 415.2357 | 517.1454 | 0.05\% | 3 | 117.9817 | 519.1073 | 0.43\% | 1 | 217.0753 | 516.8894 | 0.00\% | 3 |
| 0.2 | 1.1 | 663.5926 | 0.16\% | 3 | 595.0698 | 663.7559 | 0.18\% | 2 | 141.5705 | 662.5436 | 0.00\% | 3 | 315.4683 | 666.3268 | 0.57\% | 3 |
|  | 1.2 | 643.8584 | 0.38\% | 2 | 568.4518 | 641.8753 | 0.07\% | 3 | 87.92133 | 641.4362 | 0.00\% | 5 | 326.2498 | 642.3602 | 0.14\% | 1 |
|  | 1.3 | 641.0553 | 0.79\% | 2 | 562.1503 | 639.2008 | 0.50\% | 3 | 122.836 | 639.2933 | 0.51\% | 2 | 329.638 | 636.0185 | 0.00\% | 3 |
|  | 1.4 | 634.2417 | 0.24\% | 3 | 544.6653 | 633.5266 | 0.13\% | 3 | 69.31633 | 632.6958 | 0.00\% | 3 | 324.1843 | 634.2424 | 0.24\% | 3 |
|  | 1.5 | 626.0921 | 0.00\% | 3 | 535.832 | 626.2378 | 0.02\% | 3 | 81.129 | 627.0634 | 0.16\% | 2 | 320.1565 | 628.7249 | 0.42\% | 2 |
| 1.2 | 1.1 | 548.2522 | 0.05\% | 1 | 419.0178 | 548.4516 | 0.08\% | 2 | 141.4412 | 547.9879 | 0.00\% | 2 | 253.8163 | 556.4641 | 1.55\% | 1 |
|  | 1.2 | 532.7871 | 0.00\% | 2 | 427.1283 | 533.5399 | 0.14\% | 0 | 51.02833 | 533.2159 | 0.08\% | 2 | 237.4145 | 541.4967 | 1.63\% | 2 |
|  | 1.3 | 525.7513 | 0.16\% | 2 | 435.0688 | 532.1804 | 1.38\% | 1 | 109.7833 | 524.9333 | 0.00\% | 2 | 243.4765 | 534.9408 | 1.91\% | 1 |
|  | 1.4 | 526.8243 | 0.25\% | 0 | 443.8138 | 527.0245 | 0.29\% | 3 | 88.965 | 525.5251 | 0.00\% | 2 | 248.429 | 534.9803 | 1.80\% | 1 |
|  | 1.5 | 530.9357 | 0.91\% | 0 | 453.4277 | 526.1489 | 0.00\% | 4 | 66.63233 | 526.6752 | 0.10\% | 3 | 258.1862 | 531.9392 | 1.10\% | 1 |
| 1.4 | 1.1 | 552.3821 | 0.21\% | 1 | 430.4313 | 551.2252 | 0.00\% | 3 | 91.93033 | 551.5696 | 0.06\% | 2 | 234.8208 | 559.322 | 1.47\% | 2 |
|  | 1.2 | 538.8656 | 0.17\% | 1 | 432.7217 | 538.7884 | 0.15\% | 1 | 57.576 | 537.9606 | 0.00\% | 2 | 240.0383 | 546.494 | 1.59\% | 2 |
|  | 1.3 | 536.8756 | 0.47\% | 1 | 441.8725 | 534.9065 | 0.10\% | 3 | 110.9935 | 534.3706 | 0.00\% | 2 | 249.0508 | 543.1721 | 1.65\% | 1 |
|  | 1.4 | 536.7697 | 0.86\% | 1 | 450.4062 | 536.4604 | 0.80\% | 1 | 108.433 | 532.1984 | 0.00\% | 3 | 255.0165 | 540.0234 | 1.47\% | 2 |
|  | 1.5 | 536.2398 | 0.51\% | 1 | 459.4875 | 535.8174 | 0.43\% | 1 | 132.6498 | 533.5195 | 0.00\% | 3 | 265.1078 | 539.6146 | 1.14\% | 2 |
| 1.6 | 1.1 | 554.5638 | 0.98\% | 1 | 427.4273 | 554.5725 | 0.98\% | 2 | 73.339 | 549.1668 | 0.00\% | 4 | 245.174 | 563.0623 | 2.53\% | 0 |
|  | 1.2 | 543.4267 | 0.16\% | 3 | 442.693 | 544.2657 | 0.32\% | 0 | 120.5182 | 542.5449 | 0.00\% | 3 | 245.2358 | 551.6283 | 1.67\% | 1 |
|  | 1.3 | 543.3848 | 0.17\% | 1 | 451.8478 | 544.4085 | 0.36\% | 0 | 297.7438 | 542.4653 | 0.00\% | 3 | 254.8628 | 547.8221 | 0.99\% | 2 |
|  | 1.4 | 541.4304 | 0.13\% | 0 | 460.8212 | 540.9699 | 0.04\% | 2 | 517.5568 | 540.7474 | 0.00\% | 2 | 266.4755 | 546.7086 | 1.10\% | 2 |
|  | 1.5 | 543.274 | 0.36\% | 2 | 468.7355 | 541.3017 | 0.00\% | 2 | 792.5418 | 541.4565 | 0.03\% | 1 | 276.5442 | 547.0722 | 1.07\% | 1 |
|  |  | 549.75 | 0.43\% | 52 | 451.99 | 549.54 | 0.39\% | 64 | 138.81 | 548.54 | 0.21\% | 74 | 248.95 | 552.63 | 0.97\% | 50 |

Table 7. Performance comparison for $|K|=100$ occasional drivers.

| $\rho$ | $\zeta$ | ILS |  |  |  | $I L S_{P}$ |  |  |  | $I L S_{M}$ |  |  |  | SOTA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. | T(s) | Cost | Gap | \#B. |
| 0.05 | 1.1 | 446.8542 | 0.50\% | 3 | 461.8845 | 446.7632 | 0.48\% | 5 | 50.84183 | 444.628 | 0.00\% | 5 | 176.1205 | 445.5205 | 0.20\% | 4 |
|  | 1.2 | 393.4636 | 0.01\% | 5 | 347.7535 | 394.1906 | 0.20\% | 4 | 124.0983 | 393.4137 | 0.00\% | 6 | 170.5258 | 397.6275 | 1.07\% | 2 |
|  | 1.3 | 309.0867 | 0.00\% | 6 | 220.556 | 309.0867 | 0.00\% | 6 | 76.62167 | 309.2135 | 0.04\% | 5 | 127.8515 | 309.1152 | 0.01\% | 5 |
|  | 1.4 | 291.847 | 0.09\% | 5 | 160.219 | 291.8418 | 0.09\% | 5 | 99.157 | 291.8761 | 0.10\% | 5 | 95.24367 | 291.5823 | 0.00\% | 4 |
|  | 1.5 | 256.6883 | 1.79\% | 5 | 128.2215 | 256.6883 | 1.79\% | 5 | 48.07133 | 252.8473 | 0.27\% | 5 | 79.11217 | 252.168 | 0.00\% | 6 |
| 0.1 | 1.1 | 523.0534 | 1.22\% | 3 | 654.3707 | 519.6255 | 0.56\% | 3 | 120.4445 | 516.7501 | 0.00\% | 6 | 277.8033 | 518.4761 | 0.33\% | 2 |
|  | 1.2 | 479.7269 | 0.31\% | 4 | 539.1515 | 481.4061 | 0.66\% | 4 | 157.8802 | 478.2522 | 0.00\% | 5 | 274.8117 | 482.0614 | 0.80\% | 4 |
|  | 1.3 | 427.8776 | 2.86\% | 3 | 462.71 | 426.3933 | 2.50\% | 3 | 129.64 | 424.1554 | 1.96\% | 4 | 232.155 | 415.9928 | 0.00\% | 3 |
|  | 1.4 | 402.368 | 0.16\% | 4 | 415.5207 | 402.368 | 0.16\% | 4 | 95.69033 | 401.7055 | 0.00\% | 6 | 211.4222 | 402.6224 | 0.23\% | 2 |
|  | 1.5 | 384.158 | 1.88\% | 4 | 388.4473 | 397.081 | 5.31\% | 3 | 89.23267 | 388.1649 | 2.94\% | 4 | 191.0957 | 377.0738 | 0.00\% | 4 |
| 0.2 | 1.1 | 639.8737 | 0.00\% | 3 | 1006.771 | 642.5748 | 0.42\% | 4 | 161.6953 | 642.3011 | 0.38\% | 3 | 565.708 | 641.3445 | 0.23\% | 3 |
|  | 1.2 | 623.6678 | 0.92\% | 4 | 964.2745 | 622.5619 | 0.74\% | 5 | 166.8772 | 623.7514 | 0.93\% | 4 | 591.0685 | 618.008 | 0.00\% | 2 |
|  | 1.3 | 605.705 | 0.91\% | 4 | 873.0052 | 605.7514 | 0.92\% | 4 | 158.8033 | 602.0615 | 0.30\% | 4 | 546.6782 | 600.2485 | 0.00\% | 3 |
|  | $1.4$ | $596.3077$ | $0.73 \%$ | 4 | 845.7318 | 594.0314 | 0.35\% | 4 | 121.6118 | 594.0179 | 0.35\% | 4 | $540.0835$ | 591.9684 | $0.00 \%$ | 4 |
|  | 1.5 | 591.5529 | 1.30\% | 3 | 830.2405 | 590.8163 | 1.17\% | 3 | 57.886 | 589.4598 | 0.94\% | 3 | 529.7783 | 583.9739 | 0.00\% | 3 |
| 1.2 | 1.1 | 453.5543 | 0.56\% | 3 | 532.8617 | 451.9424 | 0.21\% | 4 | 124.8337 | 451.0063 | 0.00\% | 5 | 329.6615 | 453.9328 | 0.65\% | 1 |
|  | 1.2 | $437.11$ | $0.56 \%$ | 4 | $516.6463$ | 437.2956 | 0.61\% | 2 | 150.8505 | 434.6544 | 0.00\% | 5 | 248.1792 | 439.1365 | $1.03 \%$ | 0 |
|  | 1.3 | $413.5353$ | 0.61\% | 2 | 470.4215 | 414.8368 | 0.93\% | 2 | 44.55867 | 411.0114 | 0.00\% | 6 | 235.5038 | 418.7916 | $1.89 \%$ | 0 |
|  | 1.4 | 416.3125 | 1.60\% | 2 | 475.7985 | 413.6793 | 0.96\% | 1 | 127.474 | 409.7569 | 0.00\% | 6 | 255.2198 | 417.0191 | $1.77 \%$ | 0 |
|  | 1.5 | 417.7203 | 1.80\% | 1 | 489.0567 | 413.7277 | 0.83\% | 3 | 92.63217 | 410.3363 | 0.00\% | 4 | 263.5218 | 414.6062 | 1.04\% | 1 |
| 1.4 | 1.1 | 457.0456 | 0.05\% | 3 | 537.4583 | 456.877 | 0.02\% | 3 | 128.7593 | 456.8032 | 0.00\% | 5 | 283.0257 | 459.9442 | 0.69\% | 1 |
|  | 1.2 | $445.1086$ | $0.19 \%$ | 2 | 531.8792 | 445.9219 | 0.38\% | 1 | 128.3608 | 444.2435 | 0.00\% | 5 | 265.7002 | 448.9299 | $1.05 \%$ | 2 |
|  | 1.3 | 428.7152 | 0.66\% | 4 | 509.4325 | 430.9109 | 1.17\% | 1 | 109.2697 | 425.9209 | 0.00\% | 2 | 267.0003 | 435.4451 | 2.24\% | 1 |
|  | 1.4 | 431.734 | 0.91\% | 2 | 510.7673 | 428.8154 | 0.23\% | 2 | 110.4097 | 427.9069 | 0.01\% | 4 | 276.2122 | 427.8523 | 0.00\% | 2 |
|  | 1.5 | 430.9797 | 0.62\% | 2 | 528.5645 | 430.8396 | 0.58\% | 1 | 64.2445 | 428.3419 | 0.00\% | 4 | 292.21 | 432.2809 | 0.92\% | 2 |
| 1.6 | 1.1 | 461.8792 | 0.01\% | 3 | 558.2377 | 463.1208 | 0.28\% | 2 | 115.4152 | 461.8351 | 0.00\% | 4 | 294.3458 | 465.8242 | 0.86\% | 0 |
|  | 1.2 | 453.4498 | 0.08\% | 2 | 572.0842 | 453.1118 | 0.01\% | 3 | 78.56083 | 453.0686 | 0.00\% | 4 | 283.187 | 457.9317 | 1.07\% | 1 |
|  | 1.3 | 442.0516 | 0.25\% | 2 | 555.9252 | 440.9349 | 0.00\% | 3 | 66.0465 | 441.321 | 0.09\% | 3 | 295.9443 | 449.6249 | 1.97\% | 1 |
|  | 1.4 | 441.1734 | 0.18\% | 1 | 555.8278 | 440.3888 | 0.00\% | 4 | 109.6753 | 440.6528 | 0.06\% | 3 | 307.37 | 443.2396 | 0.65\% | 1 |
|  | 1.5 | 441.7029 | 0.27\% | 2 | 574.9573 | 441.3502 | 0.19\% | 3 | 88.07833 | 440.5029 | 0.00\% | 4 | 322.1748 | 443.3912 | 0.66\% | 1 |
|  |  | 451.48 | 0.70\% | 95 | 540.63 | 451.50 | 0.72\% | 97 | 106.59 | 449.67 | 0.28\% | 133 | 294.29 | 451.19 | 0.65\% | 65 |

Figure 7 shows the credible intervals ( $5 \%$ and $95 \%$ quantiles) and the expected probability of winning for each different implementation of the proposed algorithms and the state-of-the-art method (SOTA) after the joint analysis of the 480 instances. We will refer to the term winning when the algorithm is able to find the best solution in relation to the other methods in the comparison. As seen in the figure, SOTA is the algorithm with least chances for being the winner, with an expected probability of 0.127 of obtaining the best solution. Besides, the probability of $I L S$ and $I L S_{P}$ is quite similar ( 0.243 and 0.276 respectively), with overlapped credible intervals. This result proves that a straightforward parallelization has a small contribution to the quality reached by the algorithm, and the main advantage is the savings in computation time. However, both proposals are better than SOTA since their probabilities of obtaining better solutions than SOTA are higher. Moreover, the expected probability of $I L S_{M}$ is the highest, reaching a value of 0.354 , showing a credible interval that is not overlapped with any other. In summary, $I L S_{M}$ is statistically different from all the other algorithms, and it will reach the best solutions in almost $36 \%$ of the instances. The observed length for the intervals in Figure 7 points out that the estimations for SOTA and $I L S_{M}$ permit to draw solid conclusions, while for the case of $I L S_{P}$ and $I L S$, due to the overlapping of the intervals, both algorithms have similar probability for being the winners.


Figure 7. Credible intervals ( $5 \%$ and $95 \%$ quantiles) and expected probability of winning for the proposed Iterated Local Search (ILS) algorithms and the state of the art (SOTA).

Therefore, this statistical analysis proves that, on the one hand, all our ILS proposals obtain better results than the state-of-the-art method and, on the other hand, the proposed cooperative scheme makes a significant difference in relation to the other ILS proposals.

## 5. Conclusions

Sustainable logistics require the combination of the traditional business logistics and crowd logistics. However, efficient optimization algorithms are required in order to merge these approaches into corporate information systems.

In this work we propose an efficient optimization algorithm based on the Iterated Local Search method which we have assessed on the Vehicle Routing Problem with Occasional Drivers (VRPOD). This problem models realistic situations appearing in the transportation of goods for delivery companies in which crowdshipping, a sustainable means of transport, is feasible, taking into account two different compensation schemes.

In particular, the three proposed implementations of the ILS are able to overcome the results obtained by the state of the art. The ILS design proposed in this paper includes a greedy randomized constructive method to build initial solutions and a local search which explores an extended neighborhood formed by the combination of neighborhoods generated by five different moves. In addition, three perturbation strategies have been proposed for this problem. Moreover, a parallel cooperation scheme has been designed
for the ILS proposal. The computational experiments evidence the effectiveness of our algorithm given that it is able to attain all the optimal values when they are known. Besides, it obtains better results than the state-of-the-art method spending a competitive execution time. A statistical assessment of the proposed algorithms performance has been also included, measuring the differences between the ILS methods and the state of the art. In the light of the computational results, we can state that the three different implementations based on the ILS methodology are able to improve the state of the art for the small instances (instances with 13 and 25 occasional drivers) in a few seconds, finding 17 new best-known solutions. A similar behaviour can be observed for the medium-size instances ( 50 occasional drivers), finding 130 out of 180 new best-known solutions. Finally, in the large instances (those with 100 occasional drivers), the cooperative parallel ILS with solution migrations, $I L S_{M}$, not only reduces the average cost value but also reaches 68 out of 180 new best-known solutions. Furthermore, considering all the three different implementations based on the ILS methodology 115 in total new best-known solutions. To prove the hypothesis that the $I L S_{M}$ is the best proposal, a statistical analysis has been included where all the algorithms have been compared. As a conclusion of this analysis, the three different implementations based on the ILS algorithm outperform the state of the art, being $I L S_{M}$ the best one among all the studied alternatives.

Therefore, since the previous results are improved by including occasional drivers with our proposal, we can state that our method is able to optimize the last-mile logistics, as recommended in [14]. Hence, since the new routes have smaller costs, the sustainability of the companies is favored. Besides, the reduced computation times of $I L S_{M}$ allows the inclusion of our method into corporate information systems.

Future research directions could include different compensation schemes profitable not only for the company but also for the occasional driver, which lead us to a multiobjective optimization problem since both objectives are clearly in conflict. Furthermore, another interesting future line would be to include the possibility of allowing more than one delivery to every occasional driver or even sustainability features included also under a multi-objective approach to show the trade-off among the different objective functions. In addition, the use of more detailed instances with information about the type of vehicles used by the occasional drives will allow to obtain sustainability measures such as the carbon footprint of a route. Finally, in order to study more realistic scenarios, new instances with stochastic modeling of the demand or the travelling times could be defined, as suggested in [36]. Of course, adding new features to the considered problem would lead us to adapt the ILS methodology and check the robustness of our algorithm since new constraints are incorporated.
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