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a  b  s  t  r  a  c  t

An  assembly  supply  chain  (SC) is composed  of stages  that  provide  the  components,  assemble  both  sub-
assemblies  and  final  products,  and  deliver  products  to  the customer.  The  activities  carried  out in  each
stage  could  be  performed  by one  or more  options,  thus  the decision-maker  must  select  the  set  of  options
that  minimises  the  cost  of goods  sold  (CoGS)  and  the  lead  time  (LT),  simultaneously.  In this  paper,  an  ant
colony-based  algorithm  is  proposed  to generate  a set  of SC  configurations  using  the  concept  of  Pareto
vailable online xxx

eywords:
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optimality.  The  pheromones  are  updated  using  an  equation  that  is a function  of  the  CoGS and  LT.  The
algorithm  is tested  using  a notebook  SC  problem,  widely  used  in literature.  The  results  show  that  the
ratio  between  the  size  of the  Pareto  Front  computed  by  the proposed  algorithm  and  the  size of the
one  computed  by  exhaustive  enumeration  is  90%.  Other  metrics  regarding  error  ratio  and  generational
distance  are  provided  as  well  as the CPU  time  to measure  the  performance  of the  proposed  algorithm.

© 2013 The Society of Manufacturing Engineers. Published by Elsevier Ltd. All rights reserved.
. Introduction

In recent years, the problem of supply chain (SC) configuration
as attracted the attention of researchers in combinatorial opti-
isation and practitioners in SC management due to the effect

n performance of an optimum design. Typically, optimum design
ecreases costs by 5–60% with 10% typical and coordinates and

mproves service time, decreasing it by 25–75% with 40% typical
1]. In addition, the SC configuration provides the basic structure
or the SC operations, from the strategic to operational level, and it
epresents a competitive advantage for companies and a significant
rea of capital investment.

We model the SC by means of stages, which can be of three
ifferent kinds: supplying, manufacturing, and modes of delivery.
very stage is connected to one or more stages according to the
roducts’ bill of materials in which the sub- and final assemblies
re represented by manufacturer stages, whereas components or
aw materials are represented by the supplier stages. The modes of
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

elivery are stages that include information about which customer
sks for which product. They are connected to the manufacturers’
tages that represent the final assembly. It is assumed that every

∗ Corresponding author. Tel.: +52 55 5490 4618; fax: +52 55 5490 4611.
E-mail addresses: luis.moncayo@itam.mx (L.A. Moncayo-Martínez),

recio@inf.uc3m.es (G. Recio).
1 Tel.: +34 91 624 8843.

278-6125/$ – see front matter ©  2013 The Society of Manufacturing Engineers. Publishe
ttp://dx.doi.org/10.1016/j.jmsy.2013.12.003
stage could be performed by at least one option, thus a manu-
facturer stage could have one or more plants or production lines
(options) in which an assembly could be assembled, a supplier stage
could have at least one option that represents a supplier able to sup-
ply the component, and a delivery stage that represents different
modes of delivery, e.g. normal or fast delivery. Every option that
could perform a stage is associated with a certain time and cost,
e.g. for a manufacturing stage, these correspond to the cost and
time of producing either the final-assembly or sub-assembly.

Therefore, the problem of configuring the SC is about selecting
an option for every stage given that the cost of goods sold (CoGS)
and the products’ lead time (LT) are minimised, simultaneously.
This is not a trivial decision because the decision-maker could have
many options, differentiated by their lead times and costs, that
could perform the tasks of supplying a component, assembling a
product, and delivering the final product to the customer. In order
to select an option to perform a stage, the decision maker must take
into account the trade-off between the time and cost added to the
CoGS and LT, respectively.

So far, the approaches used to solve the SC configuration
problem deal with optimising the CoGS and the most common
techniques used to solve it are evolutionary computation and tra-
ditional operational research techniques. In this paper, we test a
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

meta-heuristic called ant colony optimisation (ACO) to solve a bi-
objective SC configuration problem. ACO has been proved to solve
efficiently and effectively many real world and theoretical prob-
lems, specially hard combinatorial problems [2]. Moreover, ACO

d by Elsevier Ltd. All rights reserved.

dx.doi.org/10.1016/j.jmsy.2013.12.003
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an be used in dynamic environments due to its inherent paral-
elism, i.e. many ants look for a solution at the same time, and
ositive feedback accounts for rapid discovery of promising solu-
ions.

Since the SC configuration problem is related to the selection
f an option to perform a stage (i.e. a combinatorial problem) that
inimises both CoGS and LT, we test the performance of ACO to

olve the bi-objective problem applying the concept of Pareto opti-
ality criterion to the solutions found by the ants.
We proposed not only applying the Pareto ACO (P-ACO)

o the bi-objective SC configuration problem, but also com-
aring the results with the optimum Pareto set computed by
xhaustive enumeration of a notebook SC widely used in litera-
ure.

One novelty in our paper is the comparison of the Pareto sets
omputed by exhaustive enumerations and the one returned by
-ACO to this problem. One of the latest surveys in the SC design
roblem conducted by Chandra and Grabis [3] shows that the most
idely used meta-heuristic applied to SC design problem is the

enetic algorithm (GA). Additionally, a survey published by Jones
t al. [4] regarding the application of meta-heuristics to multi-
bjective problems shows that 70% of the articles utilise GA, 24%
imulated annealing, and 6% tabu search, thus the application of
CO is relatively new in the SC configuration. A similar survey is
ublished by Giagkiozis et al. [5].

A lot of techniques have been proposed to model and optimise
he SC configuration (SCC) problem. We  solve this problem using
n algorithm based in ACO and modify it by minimising not only
he CoGS but also the LT. As the aim of this research is to apply

 new approach (Pareto ant colony optimisation) to solve the SCC
roblem. We  identify mainly the mathematical, genetic-algorithm,
nd computational techniques.

When a mathematical approach is utilised, a mixed-integer
rogramming (MIP) model must be built. The MIP  models have
wo important disadvantages: (a) they provide a relatively simple
nd compact approximation of complex decision problems and (b)
he computational complexity remains an important issue in their
pplication [3]. In order to cope with problem complexity, only
ome entities of the SC are modelled and one objective is optimised.

When the MIP  model has linear or quadratic objective func-
ions or restrictions, it is solved using standard optimisation
oftware as Tsiakis and Papageorgiou [6], Kouvelis et al. [7], Sad-
ady and Davoudpour [8], and Amin and Zhang [9]. Although the
eneral-purpose optimisation software has high performance and
s flexible, the SCC problem does not rely on some kind of linear or
uadratic functions that oversimplify key issues such as demand
ncertainty or cost and time of SC operations [10]. In order to reduce
he computational complexity in mathematical approaches, other
echniques such as meta-heuristics and simulation are utilised. The
olutions generated by meta-heuristics could not be proved to be
ptimal but experiences during the past decades have shown that
eta-heuristics find the solution or a very “good” solution rapidly

nd effectively [11].
Another technique used for solving the SC design problem is

imulation. Although simulation is a useful tool for modelling the
C, it is not an optimisation technique in itself [12]. Therefore,
ttempts have been made to combine simulation and optimisation
echniques in order to design the SC, see a complete survey by Terzi
nd Cavalieri [13].

There is no published attempt to solve the bi-objective SC con-
guration by means of ACO as shown in recent surveys published by
handra and Grabis [3], van der Vaart and van Donk [14], Tako and
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

obinson [15], and Kleijnen [16], specialised in SC, and the surveys
ublished by Dorigo and Stützle [2], Mohan and Baskaran [17], and
lum [18] about problems which have been solved by ACO. Some
C topics include order fulfilment by Silva et al. [19]; vehicle routing
 PRESS
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by Reimann et al. [20], and shop scheduling by Blum and Sampels
[21].

2. Ant colony and Pareto optimisation

The ACO is a novel, nature-inspired meta-heuristic that mimics
the real foraging behaviour of ant colonies and the concentra-
tion/evaporation of chemical substances called pheromones [2].

When ants begin looking for food, they explore the forage area
randomly depositing a quantity of pheromones all along their trail.
As soon as an ant finds food, it returns to the nest using the path
built on its forward trip, reinforcing the pheromones deposited over
it. While other ants are looking for food or when ants leave the nest,
they tend to choose (in probability) trails that have a strong concen-
tration of pheromones. As a general rule: the higher the quantity of
pheromones over a trail, the higher the probability that ants follow
it. The quantity of pheromones concentrates over a path because
they are a function of time, i.e. if pheromones are not reinforced in
short periods of time, they evaporate. It is clear that the shorter the
distance from the nest to the food, the faster the ants complete the
tour, thus the concentration of pheromones is higher in short trails
than in long ones. As pheromones over long trails are not reinforced
at the same rate, they evaporate.

As in real ants, the artificial ones (A), also called agents, coop-
erate to find solutions to hard combinatorial problems by reacting
to changes in their environment using an indirect communication
process based on artificial pheromones (�), thus near- and optimum
solutions emerge from agent’s cooperative interaction. The prob-
lem to be solved is represented by a graph in which the pheromones
are deposited over the set of either vertices or edges. An initial and
a final condition represent the nest and the food, respectively. Ants
build a solution by stepping from vertex to vertex based on: (a) a
probabilistic decision rule that is a function of the quantity of � over
either vertices or edges and the heuristic information (�) which is
a source of information that is not related to ants’ parameters and
gives A the opportunity of exploiting the specific knowledge of the
problem; and (b) the set of problem constraints.

The ACO meta-heuristic has three basic procedures that can
take place simultaneously or one at a time. The first procedure
is the construct ant solution which allows A to build a solution,
i.e. A travel around a graph which represents the problem. They
know they have to stop travelling when they reach the final con-
dition. The apply local search is the second sub-process. This is
optional and aims to improve the ant’s solution by applying a local
search. Finally, in the third procedure called update pheromones,
the pheromones trails are reinforced according to the solution’s
“quality” and are evaporated by an evaporation factor (�) to avoid
stagnation due to an indiscriminate concentration of pheromones.

Multi-objective (MO) optimisation is a growing area of research,
thus many techniques have been proposed over the years. Those
techniques are broadly divided into preference-based methods and
generating methods [22]. In the first ones, a solution is generated
based on the preference of the decision maker who can provide this
information before or while the solution process is run. On  the other
hand, generating methods are based on the idea of calculating a set
of possible solutions from which the decision maker could select
one according to his or her criteria.

In our case, we compute a set of solutions (thus we  use the gener-
ating method) and then the concept of Pareto optimality is applied
to it, thus the decision maker is able to select the “best” solution
according to his or her criterion.
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

Angus [23] proposed an early taxonomy in MO-ACO that is based
on the following common features: choice of pheromone model,
solution construction process, solution evaluation, pheromone
update, and treatment of Pareto optimal solutions.

dx.doi.org/10.1016/j.jmsy.2013.12.003
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an equation function of the objectives to optimise. Therefore, we
propose incrementing the pheromones using Eq. (10).( )
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As our proposed algorithm minimises two objectives, we
pplied the Pareto optimality criterion to the ant’s solutions in
rder to determine which solutions are better than others, thus a set
f non-dominated solutions are computed. A non-dominated solu-
ion is a solution that cannot be improved in any of the objectives
ithout impairment in at least one of the other objective. Hence, a

olution s = {s1, . . .,  sk} (in our case a solution s is a SC configuration)
ominates another solution s′ = {s′1, . . .,  s′

k
}, represented by s � s′,

f and only if ∀ i ∈ {1, . . .,  k}, s ≤ s′ ∧ ∃ i ∈ {1, . . .,  k} : si < s′
i
.

As we are minimising two objectives, then k = 2 (LT and CoGS).
he solution s = (LT,  CoGS) dominates s′ = (LT′, CoGS′), if and only
f (LT ≤ LT′) ∧ (CoGS ≤ CoGS′) and (LT < LT′) ∨ (CoGS < CoGS′). The set
f non-dominated solutions which belongs to the set of feasible
olutions (�) of a problem is called the Pareto Optimal Set (PS).
ormally, the PS for a multi-objective problem F(s) is defined in Eq.
1).

S := {s ∈ � | ¬∃ s′ ∈ � F(s′) � F(s)} (1)

In Pareto ant colony (P-ACO), every colony p builds a PSp and
very ant q in the colony p generates a solution spq which must be
roved to be non-dominated (Eq. (1)) to spq ∈ PSp. Therefore, the
pq ∈ PSp are allowed to modify the pheromones over the graph.
n this way, the following ant colonies exploit the “knowledge” of
he previous colonies. Hence the PS reported as a solution to the SC
onfiguration problem is the one computed by the last ant colony.

. Solution method to solve the SC configuration problem

.1. Construction graph

The proposed graph that represents the SC configuration prob-
em is divided into tasks or activities. Every node is represented
y vr

i
, where r is the node type, i.e. r = s is a supplying node,

 = a is an assembling node, r = d is a delivering node, and i is
he node number i = {1, . . .,  I}. Therefore, the set of nodes is V =
vs

i′ , . . .,  vr
i
, . . .,  va

i′′ , . . .,  va′
i′′ ′, . . .,  vd

I }, where a′ represents a finished
roduct.

Every vr
i

has j = {1, . . .,  J} options that could perform the task
, thus vr

ij
represents the option j which can perform the task r. In

upplying tasks, vs
ij

represents different suppliers that can supply
he same component. In assembly tasks, va

ij
stands for the differ-

nt manufacturing plants or production lines in which a sub- or
nal assembly could be assembled. Meanwhile, vd

ij
represents the

ifferent ways of delivering the delivering tasks.
The set of edges represents the relationship among the tasks or

ctivities. Formally, it is E = {e(vs
i
, va

i
), e(va

i
, va

i
), e(va

i
, va′

i
), e(va′

i
, vd

i
)},

.e. there are relationships among supply and assembly activities,
etween two  assembly tasks, between a sub-assembly task and a
nal assembly task, and between final assembly and delivery tasks.

.2. Mathematical model of the SC configuration problem

Every vr
ij

has a binary variable associated xr
ij

which equals to 1
f the option j performs the task vr

i
and equals to 0 otherwise. The

ost and time associated to each vr
ij

are cr
ij

and tr
ij
, respectively, and

he cost and time of the selected option to perform the task vr
i

are
r
i

and Tr
i
.

The problem of SC configuration is formulated as a bi-objective
on-linear mixed-integer model.

in  CoGS = �
∑∑

�r
i Cr

i (2)
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

r i

in  LT = max
vd

i
∈V
{LTd

i } (3)
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subject to

LTr
i = Tr

i + max
{

LTr′
i′ | ∀ vr′

i′ : e
(
vr′

i′ , vr
i

)
∈ E

} ∀ vr
i (4)

∑
j

cr
ijx

r
ij − Cr

i = 0 ∀ vr
i (5)

∑
j

tr
ijx

r
ij − Tr

i = 0 ∀ vr
i (6)

∑
j

xr
ij = 1 ∀ vr

i (7)

where � is the time period of interest and �r
i

is the cumulative
demand at the task vr

i
.

Eq. (2) is the CoGS for all the tasks. Eq. (3) is defined as the time
to market which is computed by comparing the LT of the delivering
tasks (vd

i
). In our case, we  select the maximum value of the LT in vd

i
as an upper bound, so the time in which all products are delivered
to the customers is not greater than the upper bound.

Eq. (4) is the time in which a task is finished. A task vr
i

is complete

when all its preceding tasks vr′
i′ : e

(
vr′

i′ , vr
i

)
have been finished and

then vr
i

performs its own task. Therefore, the LTr
i for any task is the

maximum time in which a task must wait to be served by all its
preceding tasks plus the time in which a task is carried out.

Eqs. (5) and (6) are used to compute the cost and time of the
selected option to carry out every task. Finally, Eq. (7) guarantees
that just one option is selected to perform a task.

3.3. Pareto ant colony elements

In artificial ants, the pheromones must be deposited over the
graph which represents the problem. In order to do this, a matrix
called pheromones matrix PM  is created. In our problem, the � rep-
resents the desirability of selecting the option vr

ij
to perform the

task vr
i
, thus the � is deposited over the different options that can

perform a task. Therefore, the proposed PM  is defined as follows:

PM  =
[
�r

ij

]
=

[
�s

ij, . . .,  �a
i′j′ , . . .,  �a′

i′′j′′ , . . .,  �d
IJ

]
(8)

A solution of an ant colony represents the set of selected options
to perform all the tasks, i.e. spq =< vs

ij
, . . .,  va

i′j′ , . . .,  va′
i′′j′′ , . . .,  vd

ij
>.

If the solution generated by the ant q is in the P, then the selected
options modify the values of the matrix, i.e. if vr

ij
∈ spq | spq ∈ P, then

vr
ij
← vr

ij
+ �vr

ij
. At the same time that the values of the selected

options are reinforced, a certain amount of � is evaporated in order
to avoid stagnation (when the elements of the PM  are multiplied
by the evaporation factor � ∈ (0, 1)).

The process of reinforcing and evaporating pheromones over
the PM  is known as pheromones update, represented by Eq. (9).

�r
ij ←

{
�r

ij
+ ��r

ij
+ (1 − �) �r

ij
, if option vr

ij
performs task vr

i

(1 − �) �r
ij
, otherwise

(9)

In a multi-objective optimisation problem, the ��r
ij

must be
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

��r
ij =

1
Q

e−
LT
ω + e−

CoGS

 (10)

where Q is the total number of ants in a colony, and ω and 
 are
constants that regulate the value of the objectives.

dx.doi.org/10.1016/j.jmsy.2013.12.003
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An important task of every, ant while it is over a node or a task,
vr

i
) is to create its neighbourhood (Nvr

i
) which is defined as all the

ossible options that an ant can select to perform the task. Formally,
q. (11) represents the node’s neighbourhood.

vr
i
= {vr

ij | vr
ij ∈ vr

i } (11)

Once the ant has created the node’s neighbourhood, it has to
ompute the probability of selecting vr

ij
to perform vr

i
as in Eq. (12).

vr
i
=

[
�r

ij

]˛[
�r

ij

]ˇ

∑
Nvr

i

[
�r

ij′

]˛[
�r

ij′

]ˇ
(12)
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

where � is the heuristic value computed by �r
ij
= (ω/cr

ij
) + (
/tr

ij
),

 is the ant’s ability to select an option with high pheromone con-
entration, and  ̌ is the ants ability to select an option with the
hortest time and lowest cost.

able 1
ata for the SC notebook.

vr
i

vr
ij

r i j tr
ij

cr
ij

s 1 1 40 130.00 

2  20 133.25 

3  10 134.91 

4  0 136.59 

s  2 1 20 200.00 

2  10 202.50 

3  0 205.03 

s  3 1 10 155.00 

2  0 156.93 

s  4 1 0 200.00 

s  5 1 60 300.00 

2  5 150.00 

s  6 1 70 225.00 

2  30 240.00 

s  7 1 60 40.00 

2  20 45.00 

s  8 1 30 200.00
k structure.

3.4. Solution algorithm

The proposed based Pareto-ACO algorithm to solve the SC con-
figuration is shown in Algorithm 1. In order to run the algorithm the
graph G = {V, E} that models the SC has been set as well as the num-
ber of colonies (p = 1, . . .,  P) and the number of ants in every colony
(q = 1, . . .,  Q). Basically, the algorithm is divided into the colony’s
job and the behaviour of every single ant.

In relation to the colony’s job, each one generates a Pareto set
PSp by letting every ant q generate a solution spq (lines 5–20). Once
every ant has selected one option per task, the Pareto optimality cri-
terion is applied to every spq generated by the colony p as outlined
in Section 2 (line 21). After that the pheromone matrix is updated by
evaporating and reinforcing pheromones (lines 22–25). The options
which belong to the Pareto set spq ∈ PSp increase the quantity of
pheromones according to the “quality” of its solution using the
proposed Eq. (10). At the same time, a quantity of pheromones is
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

evaporated using the evaporation factor � in order to avoid stag-
nation and let ants find new solutions or SC configurations. Finally,

vr
i

vr
ij

r i j tr
ij

cr
ij

s 9 1 40 5.0
2 15 5.5

s 10 1 40 5.0
2 15 5.5

a 11 1 20 120.0
2 5 150.0

a 12 1 5 120.0

2 2 132.0
a’ 13 1 1 30.0

a’ 14 1 1 30.0
d 15 1 5 12.0

2 1 20.0

d 16 1 15 15.0
2 2 30.0

d 17 1 5 12.0
2 1 20.0

dx.doi.org/10.1016/j.jmsy.2013.12.003
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he Pareto set reported as the solution is the one computed by the
ast ant colony PS = PSP (line 26).

In relation to the ant behaviour (lines 5–20), it has to visit every
ingle node in the graph to select an option to perform it. In order to
o this, the algorithm gets the set of nodes and sets an empty solu-
ion (lines 6 and 7). While the ant has not finished visiting all the

r

Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

odes, it selects a node or task v
i

(line 9) and creates the task neigh-
ourhood Nvr

i
(line 10). Using Eq. (12), the probability of selecting

he option vr
ij

is computed (line 11), then the probability decision rule
 PRESS
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is applied to every option (line 12). This rule states that the higher
the value of Pvr

ij
, the higher the probability of selecting vr

ij
to perform

vr
i
. The selected option is stored in the ant solution and the visited

node is deleted from the set of nodes (lines 13 and 14). In this way
Eq. (7) is solved, thus the cost and time of the selected options is
set using Eqs. (5) and (6) (lines 16 and 17) as well as the lead time
for every node or task using Eq. (4) (line 18). Finally, the LT and the
CoGS of the solution generated spq is calculated. This behaviour is
repeated for all the ants in a colony.

Algorithm 1 (Based Pareto-ACO algorithm to solve the SC configura-
tion problem).
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

dx.doi.org/10.1016/j.jmsy.2013.12.003
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. Experimental application

.1. Notebook supply chain

A notebook SC example adapted from Graves and Willems [24]
s used as a test case. The related data for solving the problem is
hown in Table 1 and a graphical representation of this problem is
epicted in Fig. 1.

The notebook SC has ten supplying tasks, vs
1, . . .,  vs

10; four
ssembling tasks, va

11, va
12, va′

13, va′
14; and three delivering stages,

d
15, vd

16, vd
17. The total number of options is thirty-three (as shown

n Table 1), e.g. the supplying stage vs
1 has four options. Most of

he tasks have two options such as the sub-assembling tasks or the
elivering tasks, and both final-assembling tasks have one option
ach, so the experimental application has sixteen edges. According
o this, the problem has

∏I
i=1Ji possible solutions where Ji is the

umber of options able to perform the stage vr
i
, thus the notebook

C has 24,576 possible solutions or SC chain configurations.
The pheromone matrix has a size of thirty-three according

o the total number of options, thus it contains the quantity of
heromones over each sub-vertex such as:

M  =
[
�s

1,1, . . .,  �a
11,2, . . .,  �a′

14,1, . . .,  �d
17,2

]
As shown in Table 1, the final assembly tasks represent a grey

otebook (va′
13) and a blue notebook (va′

14). The delivering tasks rep-
esent the US market which requires both grey notebooks (vd

15)
nd blue ones (va′

17), and the export market requires grey note-
ooks (vd

16). The company’s time interval is 360 days (� = 360) and
he demand at the delivering stages is: �d

15 = 200, �d
16 = 125, and

d
15 = 75 units per day.

.2. Results

In order to test the proposed algorithm, we solved the notebook
C described in Section 4.1.

One important aspect in any meta-heuristic, is to tune the
arameters of the algorithm in order to find the best results. In
CO, those parameters are the ant’s ability to follow pheromones

˛), the ant’s ability to follow solutions with either low cost or short
ime (ˇ), and the evaporation factor (�) which regulates the con-
entration and evaporation of pheromones. In [25], it is proposed
o set the values of  ̨ to 1 and  ̌ from 2 to 5, as well as � to 0.5
o get promising results in most of the ant systems. According to
his, we ran the algorithm setting the different parameters to these
roposed values. We set  ̨ >  ̌ and  ̨ <  ̌ using three different levels
f pheromone evaporation (� = 0.1, 0.5, 0.9).

To determine the values of the parameters  ̨ and ˇ, we  set the
alue of  ̨ = 1 as proposed in [25]. The value of  ̌ is set to 3 given
hat we want the heuristic information to dominate the pheromone
oncentration (see Eq. (12)).  ̌ = 3 according to the value proposed
n [25,26]. Other applications of bi-objective optimisation using Ant
olony propose to set  ̨ = 1 and  ̌ = 3 as default values with promises
esults, see [27]. On the other hand, we tested the case when  ̨ = 3
nd  ̌ = 1, i.e. the pheromone concentration dominates the heuristic
nformation.

To determine the pheromone evaporation parameter �, the val-
es 0.1, 0.5, and 0.9 were analysed. Those values are the most used
alues observed in literature, see [28].

As shown graphically in Fig. 2(a), when  ̨ = 3,  ̌ = 1, and � = 0.1,
he algorithm returns solutions or SC designs very close to the ones
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

n the true Pareto set. Notice that there are 30 ant colonies, each
ne with 10,000 ants.

We  repeated the experiment by changing the number of
olonies and the number of ants per colony. Therefore, we  set P = 10
 PRESS
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and Q = 1000. As shown in Fig. 2(b), the Pareto set computed using
 ̨ = 3,  ̌ = 1, and � = 0.1 is the one with lowest CoGS in most of the

solutions, as in Fig. 2(a). This suggests that the algorithm returns
Pareto sets that are very close to the one computed by exhaustive
enumeration when we set  ̨ = 3,  ̌ = 1, and � = 0.1.

Another consideration in our proposed algorithm is the num-
ber of colonies and the number of ants in each one. Therefore, we
compared the Pareto sets computed when P = 30 and Q = 10,000,
P = 20 and Q = 5000, and P = 10 and Q = 1000. As shown in Fig 2(c),
the greater the number of ant colonies, the closer the solution
to the true Pareto set. However, the average CPU time increases
from about 6 s when P = 10 and Q = 1000 to 238 s when P = 30 and
Q = 10,000 as shown in Table 2.

Finally, a graphical proof of convergence is provided in Fig 2(d).
The Pareto sets generated by colonies 1, 10, 20 and 30 are plot-
ted using the following parameters  ̨ = 3,  ̌ = 1, � = 0.1, P = 30, and
Q = 10,000 in accordance with the previous results in which the pro-
posed algorithm computes the closest Pareto set to the true one.
As shown in Fig. 2(d), the first Pareto set computed by the colony
1 (p = 1) has solutions with the highest CoGS but the forthcoming
colonies generates solutions with lower CoGS than their preceding
ones.

As shown graphically, colony 10 generates a Pareto set with
solutions with lower CoGS than colony 1, and colony 20 generates
a Pareto set better than the one computed by colony 10 in terms of
CoGS and so on. Notice that from colony 1 to 10 the gap between
the two Pareto sets is much bigger than the gap between colonies
10 and 20, or 10 and 30.

In order to test the algorithm efficiency analytically, some
metrics related to Pareto optimisation are computed by changing
the value of ˛, ˇ, �, P, and Q, as shown in Table 2. Basically, the Pareto
set computed by our algorithm (represented by PSP) is compared
to the one computed by exhaustive enumeration (represented by
PSE).

The first metric is the error ratio (ER) that measures the number
of solutions or SC designs in PSP that are not in PSE . Formally, the ER
is computed by ER =

∑|PSP |
q=1 eq/|PSP |, where eq = 1 if sPq ∈ PSE , eq = 0

otherwise. Therefore, the best result of this metric is ER = 0, which
means that PSP = PSE . As shown in Table 2, the smallest error ratio
(ER = 0.8) is obtained when  ̨ = 3,  ̌ = 1, � = 0.1, P = 30, and Q = 10,000
(run 1), as graphically shown in Fig 2(c), as well. This means that
the best Pareto set computed by our algorithm detected 20% of the
SC design in PSE . In the other runs, ER = 1 which indicates that none
of the solutions in PSP are in PSE .

An important issue in Pareto optimality is to measure the dis-
tance between the true Pareto set and the proposed one. The
generational distance (GD) measures, on average, how far every
solution sPq ∈ PSP is from the nearest solution sn ∈ PSE . As we are
optimising two  objectives, the Euclidean distance is computed by

dPq =
√

(LTPq − LTn)2 + (CoGSPq − CoGSn)2, thus the generational

distance is computed by GD = (
√∑|PSP |

q=1 d2
Pq)/(|PSP |). As shown in

Table 2, the shortest GD is 360,207 that is reached in run 1. This
suggests that the best Pareto set generated in this run is the clos-
est to the PSE . Moreover, the generational average distance of runs
using P = 30 and Q = 10,000 is 787,308, that is shorter than the aver-
age distance (948,574) of runs using P = 10 and Q = 1000. According
to this, it seems that the greater the P and the Q, the shorter the GD.
Notice that the longest GD is computed when  ̨ = 1,  ̌ = 3, and � = 0.1,
regardless the value of P and Q, i.e. the algorithm does not return
a Pareto set near the PSE when ants look for solutions with short
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

time or low cost (  ̨ < ˇ) and 10% of the pheromones are evaporated
(� = 0.1).

Another metric used in measuring the distance between the
PSP and PSE is the maximum Pareto front error (ME). ME and

dx.doi.org/10.1016/j.jmsy.2013.12.003
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Fig. 2. Results of the

D complement each other, since both measure how far the
wo Pareto sets are from each other. The ME  is computed by

E = max
q

{
dPq | sPq ∈ PSP

}
. In words, the ME  is the maximum

uclidean distance from the solutions in sPq to the nearest solu-
ion in the true Pareto set. As in the case of the GD, the maximum
alues of the ME  are found in runs 3 and 8 (see Table 2). On the other
and, the minimum ME  (2,527,200) is found in run 1, in which the
D is the minimum as well.

Another important metric is the number of non-dominated
olutions in the PSP . This is measured by a metric called overall
on-dominated vector generation (ONVG) which is defined as the
Please cite this article in press as: Moncayo-Martínez LA, Recio G. Bi-criterio
ant  colony meta-heuristic. J Manuf Syst (2014), http://dx.doi.org/10.1016/j

ize of the computed Pareto set, thus ONVG = |PSP |. This metric,
xpressed as a ratio of the total number of solutions in the true
areto set, is known as the ONVG ratio (ONVG-R) which is com-
uted by ONVG − R = |PSP |/|PSE |. In our experimental application

able 2
etric performances of the proposed algorithm.

Run  ̨  ̌ � P Q CPU time(s) 

1 3 1 0.1

30 10,000

260.9 

2  3 1 0.9 239.3 

3  1 3 0.1 234.2 

4  1 3 0.9 218.5 

5  3 1 0.1 20 5000 64.7 

6  3 1 0.1

10 1000

5.8 

7  3 1 0.9 5.9 

8  1 3 0.1 4.6 

9  1 3 0.9 4.6 
imental application

the size of the true Pareto set is |PSE | = 15. As shown in Table 2,
when P = 30 and Q = 10,000, the ONVG-R is greater than the runs
in which P = 10 and Q = 1000. In words, it seems that the larger the
number of ant colonies, the larger the size of the Pareto set found by
the algorithm. According to the results in Table 2, the best values of
ONVG and ONVG-R are computed in run 1, as in the other metrics.

According to the results of the metrics, our algorithm returns
the closest Pareto set to the true one when the parameters are set
to:  ̨ = 3,  ̌ = 1, � = 0.1, P = 30, and Q =10,000, i.e. when those param-
eters are used: (a) 20% of the solutions in the true Pareto set are
found (ER = 0.8), (b) the minimum average distance between the
two Pareto sets is about 360,207 (GD) with a maximum Pareto front
n optimisation for configuring an assembly supply chain using Pareto
.jmsy.2013.12.003

error (ME) of 2,527,200, and (c) the largest size of the computed
Pareto set is 13 (ONVG) that represents 90% (ONVGR-R = 0.9) of the
size of the true Pareto set. Notice that the algorithm is highly guided

ER GD ONVG ONVG-R ME

0.80 360,207 13 0.9 2,527,200
1.00 619,316 12 0.8 3,319,200
1.00 1,442,953 11 0.7 6,919,200
1.00 726,756 7 0.5 2,599,200

1.00 573,512 12 0.8 2,576,700

1.00 561,909 12 0.8 2,576,700
1.00 733,335 9 0.6 3,319,200
1.00 1,614,849 8 0.5 7,639,200
1.00 884,203 5 0.3 3,319,200

dx.doi.org/10.1016/j.jmsy.2013.12.003
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y the amount of pheromones over every option that could perform
 stage, since  ̨ >  ̌ and every time an ant colony computed a Pareto
et 10% of the pheromones evaporate. On the other hand, when

 <  ̌ and with a low evaporation rate (� = 0.1), the algorithm has
ts worst performance (see Table 2 and runs 3 and 8). In relation to
he evaporation factor, the algorithm does not improve when the
actor is increased, thus when we set � = 0.9, the algorithm does not
mprove the metrics (see runs 2, 4, 7 and 9).

. Conclusions

The use of algorithms based on swarm intelligence for solv-
ng large-scale problems is very promising since those algorithms
ave proven to find high-quality solutions in a short period of
ime. In this piece of research we address the problem of design-
ng an assembly supply chain given than it is divided into stages
nd every stage has at least one option that can perform the stage
ask.

In this paper, we solve the SC configuration problem by an ant
olony-based algorithm using P ant colonies with Q ants each one.
very ant computes a solution or SC design to the problem, then
he non-dominance criterion is applied to all the solutions and the
on-dominated ones are allowed to modify the pheromone matrix.

In order to test our proposed algorithm, we solved a widely used
otebook SC configuration problem and computed the true Pareto
et by exhaustive enumeration.

We  run the algorithm by changing the values of all its parame-
ers. As shown in Fig. 2 and Table 2, the best Pareto set is computed
y the algorithm to solve the SC configuration problem when  ̨ = 3,

 = 1, � = 0.1, P = 30, and Q = 10,000. As  ̨ >  ̌ and a low evaporation
actor is used, the algorithm is ruled by the pheromones which
re evaporated and concentrated efficiently. When the evapora-
ion factor is increased to � = 0.9, the ants’ choice about which
ption to select is taken mainly by the value of either  ̨ or ˇ, but
ven when  ̨ > ˇ, the algorithm has a similar performance when

 = 0.1.
The CPU time to compute the best Pareto set is about 235 s. It

ontains 20% of the solutions in the true Pareto set, the average
istance between the two Pareto sets is about 360,207. The size
f the true Pareto sets is 15 and the size of the computed one is
3, and the maximum Pareto front error is 2,527,200. According to
hese results, we concluded that our proposed algorithm is efficient.
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