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Abstract

Context Current data visualization interfaces predominantly rely on 2-D screens. However,
the emergence of virtual reality (VR) devices capable of immersive data visualization has
sparked interest in exploring their suitability for visualizing software development data.
Despite this, there is a lack of detailed investigation into the effectiveness of VR devices
specifically for interacting with software development data visualizations.

Objective Our objective is to investigate the following question: “How do VR devices com-
pare to traditional screens in visualizing data about software development?” Specifically,
we aim to assess the accuracy of conclusions derived from exploring visualizations for
understanding the software development process, as well as the time required to reach these
conclusions.

Method In our controlled experiment, we recruited N=32 volunteers with diverse back-
grounds. Participants interacted with similar data visualizations in both VR and traditional
screen environments. For the traditional screen setup, we utilized a commercially available
set of interactive dashboards based on Kibana, commonly used by Bitergia customers for data
insights. In the VR environment, we designed a set of visualizations, tailored to provide an
equivalent dataset within a virtual room. Participants answered questions related to software
evolution processes, specifically code review and issue tracking, in both VR and traditional
screen environments, for two projects. We conducted statistical analyses to compare the
correctness of their answers and the time taken for each question.

Results Our findings indicate that the correctness of answers in both environments is com-
parable. Regarding time spent, we observed similar durations, except for complex questions
that required examining multiple interconnected visualizations. In such cases, participants in
the VR environment were able to answer questions more quickly.

Conclusion Based on our results, we conclude that VR immersion can be equally effec-
tive as traditional screen setups for understanding software development processes through
visualization of relevant metrics in most scenarios. Moreover, VR may offer advantages
in comprehending complex tasks that require navigating through multiple interconnected
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visualizations. However, further experimentation is necessary to validate and reinforce these
conclusions.

Keywords Virtual reality - Dashboards - Controlled experiment - Code review - Pull
request - Issues

1 Introduction

Data visualizations are graphical representations of data that leverage the human visual sys-
tem’s abilities to perceive and interpret visual cues, enabling the clear communication of
complex datasets (Tufte 2001; Heer et al. 2010; Saket et al. 2017). They utilize principles
from perception, cognition, and graphical design to encode data values and attributes using
visual elements and properties. By mapping data to visual encodings - such as charts, graphs,
maps, and infographics - patterns, trends, and relationships in the data can be easily identi-
fied and understood. Effective data visualization design incorporates considerations of layout,
color, labeling, and interactivity, drawing upon scientific research to optimize accuracy, effi-
ciency, and usability. Ultimately, data visualizations support data analysis, exploration, and
communication, empowering informed decision-making across various domains.

Interaction with data visualizations is typically performed using a keyboard and a mouse,
while viewing them on 2D screens. However, this mode of interaction does not fully exploit
spatial perception and other abilities developed for navigating the 3D world (Bowman and
McMahan 2007; Schuemie et al. 2001). Virtual reality (VR) immersion, where users engage
in a virtual 3D environment, offers affordances such as spatial perception, immersive visual-
ization, and natural interaction that align better with these capabilities. Recently, affordable
VR devices have emerged, accompanied by standards like WebXR and WebGL (Jones and
Goregaokar 2023; Jackson and Gilbert 2023), enabling VR applications to be easily portable
across platforms and integrable with other applications and APIs. Consequently, we are now
at a stage where it becomes reasonable to interact with data visualizations in VR. However,
more evidence is needed to fully understand the benefits and challenges associated with this
approach.

In the field of software engineering, researchers have posited that the integration of vir-
tual reality (VR) can potentially facilitate reduced learning curves, enhanced creativity, and
increased productivity among practitioners (Elliott et al. 2015). However, the current body
of scientific literature lacks substantial evidence to support the notion that VR-based visual-
izations offer superior or comparable outcomes to traditional on-screen visualizations when
applied specifically to software development data analysis. Further empirical investigations
are warranted to comprehensively evaluate the efficacy of VR in this context and establish
its potential benefits for software engineering practices.

In this paper, we present a controlled experiment comparing two approaches: a 2D data
visualization using Kibana dashboards vs. a VR immersive visualization using BabiaXR
of data about software development processes. Kibana is a popular technology for visualizing
data, acting as a front-end for Elasticsearch. It is being used by Bitergia', a company offering
commercial services in the area of software development analytics. In this experiment, we
use dashboards produced by this company as a part of their commercial offer. BabiaXR? has
been developed by Bitergia and Universidad Rey Juan Carlos. It is a toolset for visualizing

! https://bitergia.com
2 https://babiaxr.gitlab.io/
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data in 3D, both on-screen and on VR devices. In our experiment, it is used for producing the
VR visualizations. The relevance of BabiaXR and Kibana for the Software Engineering com-
munity stems from their ability to facilitate the exploration and comprehension of software
development data. By leveraging these tools, researchers and practitioners can gain deeper
insights into code review processes, issue tracking, and other software development aspects,
leading to improved software quality, efficiency, and decision-making.

In this study, we considered to visualize software development processes, as part of the
Bitergia workflow. Specifically, we considered only changes in the repository via pull requests
and issues and tasks of the repository, using the issues part provided in the repository. Pull
requests, a part of modern code review (Bacchelli and Bird 2013; Thongtanunam et al. 2017),
are a software development activity that has been widely researched by academia in the last
years (Kononenko et al. 2018; Maddila et al. 2019; Yu et al. 2015). They are of major interest
to industry and practitioners as they are effort-intensive, and often the cause of bottlenecks
and inefficiencies (Sadowski et al. 2018). Issues are used for reporting bugs, asking for new
features, or informing about important aspects of the software development processes. There
are many studies on how projects and developers deal with issues. For example, some of
them focus on the user experience (Bissyandé et al. 2013; Bettenburg et al. 2008; Hooimeijer
and Weimer 2007), including the proposal of techniques for helping the management of
issues (Antoniol et al. 2008; Sun et al. 2011, 2010; Tian et al. 2012).

The experiment was defined in a registered report (Moreno-Lumbreras et al. 2021) before
it was performed. The primary aim of the experiment was to assess the comparative effective-
ness and efficiency of VR immersion versus on-screen 2D visualization for comprehending
and analyzing data pertaining to code review and issue handling processes. In collabora-
tion with Bitergia, we devised a series of questions that required participants to leverage
information from various visualizations to provide accurate responses. The questions were
administered to participants in two different settings: through Kibana 2D dashboards dis-
played on a single screen and within a virtual reality environment using BabiaXR, featuring
3D visualizations. Each participant encountered both settings in a randomized order, with
distinct project data assigned to each setting to mitigate the potential impact of prior knowl-
edge when transitioning to the second setting. To minimize visualization-specific biases, we
aimed to replicate 2D dashboards as faithfully as possible within the 3D VR scene. The anal-
ysis encompassed the correctness of participants’ responses as well as the time taken to arrive
at those answers. In total, 32 participants from both academic and industrial backgrounds
took part in the experiment. The contributions of this paper include: (i) The investigation of
the comparative effectiveness and efficiency of VR immersion and on-screen 2D visualiza-
tion for software engineering data comprehension; (ii) The employment of a pre-registered
experiment design to ensure transparency and reproducibility; (iii) A collaboration with the
industry, in this case Bitergia, to develop tailored questions and utilize real-world data; (iv)
Assessing participants’ correctness of answers and time taken in both VR and 2D settings;
(v) The inclusion of participants from academia and industry to capture diverse perspectives.

The remainder of this paper is structured as follows. We present the usage scenarios
for both on-screen and VR dashboards in Section 2. Section 3 reports how the controlled
experiment was structured and performed. Section 4 details the changes that we made from
the registered report. Section 5 analyzes the results of the experiment. Section 6 discusses
the main points of the results and what they entail. Section 7 details the internal and external
threats to the validity of our results. Finally, Section 8 details related research, and Section 9
presents some conclusions.
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2 Implementation

For our study, we followed the design presented in our registered report (Moreno-Lumbreras
et al. 2021). In this paper, we present the experiment as it was executed, which in some cases
differs from the original planning, due to unforeseen issues that we found while implementing
or test-running the experiment. In Section 4, we present the changes that we made with respect
to the original plans.

We conducted the study as a controlled experiment, following as much as possible the ACM
SIGSOFT Empirical Standards (Ralph 2021) in aspects relevant for quantitative methods for
experiments with humans, satisfying some of the essential and desirable attributes described
in that recommendation. We followed the design of a “One Factor, Two Levels” experiment,
being the factor the independent variable (the environment), and the two levels the two values
it may have (VR or on-screen). Since participants will be presented randomly with the order
for the settings (first VR or first on-screen), this experiment can be treated and formally
divided into two “One Factor, Two Levels” sub-experiments.

The experiment consists in a set of tasks that a number of subjects (32) will perform.
The set of tasks is composed by five tasks that are performed twice by each subject, first
in one of two different environments (on-screen or VR) with data from one of two projects
(CHAOSS and OpenShift), and then in the other environment, with data from the other project
(with a total of 10 tasks per subject). Tasks will be performed in sequence, starting one right
after completing the previous one. The participants in the experiment will repeat the tasks in
order to assess the potential impact of learning and fatigue factors. By performing the tasks
twice, once in each environment (on-screen or VR) and with different datasets (CHAOSS
and OpenShift), it allows for a comparison of participants’ performance across these con-
ditions. This repetition enables the evaluation of potential learning effects, as participants
may become more proficient or experienced in task completion over time. Additionally, by
observing participants’ performance across sequential tasks, the influence of fatigue and the
order of tasks can be examined, determining if task performance is affected by factors such
as mental exhaustion or changing task context. Overall, repeating the tasks facilitates a com-
prehensive analysis of the effects of learning and other factors on participants’ performance
and experiences in different environments and with different datasets.

Each task will be framed as a question that the subject should answer. The main variables
measured about how each subject performs in each task will be (i) time to solve the task,
and (ii) correctness of the answer. All questions will be related to the comprehension of
some aspect of pull requests or issue handling (or both) of the corresponding project. To
complete their tasks, subjects will be presented with two Kibana-based dashboards (in the
on-screen environment) or with one BabiaXR scene (in the VR environment), with 2D or 3D
visualizations with enough information to correctly answer the corresponding question. Both
in the on-screen and the VR environment, the data visualized for the same project is exactly
the same, and visualizations in both cases have been carefully designed to be as similar
as possible. For this, the VR scene mimics the visualization in the on-screen dashboards,
which are a part of a commercial product being used by customers of Bitergia, a company
collaborating in the study.

Subjects perform the tasks in VR using Oculus Quest 2 headsets, opening scenes in the
Oculus browser, and on-screen using a web browser on a computer with a single screen, 13
to 15 inches in size.

In both cases, so that in both environments the responses can be measured in the most
reliable way, for the whole duration of the experiment participants are required to talk aloud.
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Oculus has limited input devices, so we decided to use the microphone, since it can be used
easily both in the Oculus and in a conventional computer. The experiment is followed by
a supervisor, who takes notes of the answers of the participant, and of the time to answer.
For all subjects, a video was recorded with their view of the dashboards while running
the experiment, including their voice while answering, to check for the correctness of the
answers and the time to answer noted down by the supervisor. In both cases the supervisor
can see the scene “with the eyes of the participant,” and provide support if needed. For on-
screen participants, the supervisor can see the screen, and for VR participants the headset
was configured to cast the scene to a screen. Figure 1 shows a participant during the VR
experiment and the screencast for the supervisor.

Before conducting the experiment, all subjects go through a short training, to make sure
they understand how the Kibana-based dashboards, and the VR immersive scenes work. This
is necessary because subjects had no previous exposure to Kibana, and only a few of them had
previous experience with VR immersion. Upon completion of the training, a demographic
form is used to control the subjects confounding variables. Once the form is completed, the
experiment can begin by letting subjects complete tasks. After this, the subject will answer
a feedback form which will be analyzed for possible improvements or problems that the
participant has encountered during the experiment.

The rest of this section describes how the data is collected from the repositories of the
projects considered in the study, and the tool chain used to produce the Kibana dashboards
and the VR scene. The visualizations offered to subjects will also be described.

2.1 Data Retrieval and Processing

To gather the data from the projects, we use GrimoireLab® (Dueiias et al. 2021), a toolset for
software development analytics. GrimoireLab can retrieve data from many kinds of software
repositories (Duefias et al. 2018), store it in an Elasticsearch database, and then process
and analyze it, producing many different metrics (see Fig. 2), which are also stored. It also
includes visualization modules that can be used to interact with the data via traditional, on-
screen, web browsers. Data produced by GrimoireLab can be fed to BabiaXR and Kibana
from its storage in Elasticsearch.

In our study, we use GrimoireLab to retrieve and process data from the repositories. The
data are then stored in Elasticsearch, which serves as a storage system for efficient data
retrieval. To facilitate our analysis and investigation, we develop a comprehensive set of
visualizations and dashboards specifically tailored for both the on-screen and VR environ-
ments (Kibana and BabiaXR). These visualizations and dashboards enable us to effectively
explore and present the data in a meaningful and immersive manner within each respective
environment (Fig. 3).

2.2 On-screen Dashboards on Kibana

For the development of the on-screen experiment, we use Kibana. Kibana is a frontend appli-
cation providing search and data visualization capabilities for data stored in Elasticsearch. In
our experiment we use two Kibana dashboards from the Bitergia Analytics platform, whose
main goal is to show several aspects of the pull request and issue handling processes, using
data about their timing:

3 GrimoireLab: https://chaoss.github.io/grimoirelab/
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Fig. 1 An example of a participant during the VR round of the experiment

1. Issues Timing: displays information about the time to close issues.
2. Pull Requests Timing: displays information about the timing of pull requests.

Both dashboards offer some insight about the time to close pull requests or issues. They
are intended mainly to visually find bottlenecks in the development process, and potential
reasons for them, specially when they are linked to specific organizations collaborating in the
project. Both dashboards include several visualizations, from simple ones showing raw data
to others with more fine grained data, classified by organization, or current status of the pull
request or issue, for example. Both Kibana dashboards are integral components of Bitergia’s
Analytics Platform, which is actively utilized by Bitergia’s customers to analyze various
processes. These dashboards have undergone validation and testing by Bitergia’s customers,
ensuring their suitability and effectiveness in supporting data analysis tasks. The valida-
tion process by customers helps establish the credibility and reliability of the dashboards,
further enhancing their value as representative tools for data visualization and analysis. In

Fig.2 Data flow diagram: (i) Data is gathered from the data source using GrimoireLab, which processes and
stores it in Elasticsearch (ii). The stored data is then utilized to feed both Kibana and BabiaXR (iii), which
are the tools used for constructing the on-screen and VR data visualizations (iv)

@ Springer



Empirical Software Engineering (2024) 29:42 Page7of49 42

[ .m....'lll..l.

...|II||||||||I||..||I||I|||||I||l||||u||.||l.|||n..|n||. M]1[[ﬂhtummuﬂuu].uﬂﬂﬂﬁnﬂl il I I
Il- S

"||||.|||'[|||||||| |I.||.|||||."l||I.ﬂl.....||m..... ’ | S&‘“ )

oy it

Fig.3 Layoutof the Kibana dashboards used for the experiment: Pull Requests Timing (top) and Issues Timing
(bottom). Both are for the CHAOSS project as of late June 2022. While the data in the figure is not visible,
the layout itself holds significance as it provides an understanding of the visual presentation and organization
of the dashboards

particular, the complete set of dashboards for the CHAOSS project is maintained on-line as
a demonstrator of the technology®.

All Kibana dashboards allow to filter by a time range, as shown in Fig. 4. This is an
important aspect of the dashboards, which will be used in our experiment, and which allows
for comparison and tracking of the evolution of the metrics over time.

4 CHAOSS Live Dashboard: http://chaoss.biterg.io/

@ Springer


http://chaoss.biterg.io/

42 Page 8 of 49 Empirical Software Engineering (2024) 29:42

Fullscreen  Share Edit Documentation C Auto-refresh € | @ Last5years | >

Time Range

Quick Relative Absolute Recent

Today Last 15 minutes Last 30 days

This week Last 30 minutes Last 60 days
This month Last 1 hour Last 90 days
This year Last 4 hours Last 6 months
Today so far Last 12 hours Last 1 year
Week to date Last 24 hours Last 2 years
Month to date Last 7 days Last 5 years

Year to date

Fig.4 Kibana time range selector

The two dashboards used in the experiment are an example of the out-of-the-box func-
tionality provided by GrimoireLab, and by the Bitergia Analytics Platform. But to some
extent, they are also an example of its limitations. One of their main problems (and of the
other dashboards provided by the complete platform) is the difficulty in organizing visual-
izations, due to the lack of screen space. The visualizations are thoughtfully arranged within
dashboards, specifically designed to explore specific aspects of a software project. The selec-
tion process involves choosing the most relevant visualizations that can be accommodated
within a regular screen, allowing them to be conveniently viewed all at once. This deliberate
design approach ensures that the key insights and information captured in the visualizations
are effectively presented and easily accessible for analysis and interpretation. But there are
many cases that require, to gain the needed understanding, moving back and forth between
two or more dashboards, maybe applying different filters. In the case of our two dashboards,
exploring the same aspect of pull requests and issues handling require moving between the
two dashboards. Some examples of these aspects are:

e Organizational performance (number of pull requests or issues still open, time to close
pull requests or issues).

e Project performance (number of pull requests or issues still open, time to close pull
requests or issues).

e Relationship between time to answer pull requests or issues and the time to close them.

e Comparison of organizations contributing to a project by their pull requests or issues
closing time, or existing open backlog (what they have opened).

In our experiment, we include some questions designed to learn about the subject perfor-
mance in some of these cases.

2.3 VR Dashboard on BabiaXR

BabiaXR> (Moreno-Lumbreras et al. 2022) is a toolset for 3D data visualization in the browser.
BabiaXR is based on A-Frame,® an open web framework written in JavaScript to build 3D
scenes, suitable for VR and augmented reality in the browser. A-Frame extends HTML with

5 BabiaXR: https://babiaxr.gitlab.io
6 A-Frame: https://aframe.io
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new entities allowing to build 3D scenes as if they were HTML documents, using techniques
common to any front-end web developer. A-Frame is built on top of Three.js,” which uses
the WebGL API available in all modern browsers.

BabiaXR extends A-Frame by providing components to create data visualizations, simplify
data retrieval, and manage data (e.g., data filtering or mapping of fields to visualization
features). Scenes built with BabiaXR can be displayed on-screen, or on VR devices, including
consumer-grade headsets. Figure 5 shows a sample scene built with BabiaXR.

BabiaXR includes a component for retrieving data from Elasticsearch, with the most
common queries and aggregations, providing a functionality similar to Kibana queries. Once
the query is done, the data is parsed and formatted in the generic flat format that the BabiaXR
visualizations use. Data is visualized in 3D by composing a single HTML document. It will
include one or more of these data retrieval components (babia-queryes), and some other
BabiaXR components that consume the retrieved data by building 3D visualizations, such as
babia-barsmap, babia-bars, babia-pie, and babia-doughnut.

Once the HTML document is ready, it can be loaded in the browser of a VR device,
and it will show the scene in immersed VR. Users will be able of exploring the scene by
just moving their head and watching at different elements on it, or moving to approach the
desired objects. This way of interaction allows for having much more objects around the user
than those fitting a single screen, or even a small array of screens. In our experiment, we
leveraged on this fact to produce a single scene including visualizations similar to those in
the two Kibana dashboards that we described in the previous subsection. Thus, we display
issues and pull request information in a single scene, shown in Fig. 6. For the scene, we have
used the museum metaphor, placing elements like objects in a museum, arranged in shelves.
We use two different color ranges (blue and red) to make it easier to distinguish between
issue and pull request visualizations (similar colors were used in the Kibana dashboard).

For the experiment, we also developed a new component for BabiaXR, to mimic Kibana
time range filters. This was implemented as a Kibana-like menu, linked on demand to one
of the VR controllers, as shown in Fig. 7.

Figure 8 shows a screenshot of the VR dashboard presented to participants in the experi-
ment, as seen from a corner of the “museum” room. Note that participants are placed at the
beginning of the experiment in the middle of the room, and thus they have shelves around
them, which they can view just by directing their gaze at the appropriate point. The complete
set of visualizations shown in the scene corresponds to all the the visualizations shown in
both Kibana dashboards used for the experiment.

2.4 Visualizations

Both in the Kibana and BabiaXR dashboards we included the same visualizations, related to
the timing of issues and pull requests in the analyzed project. More specifically, the data is
represented at various levels in different visualizations for issues and pull requests, that we
refer together as “items” in the next listing:

o At the level of the entire analyzed project, showing the total number of items open
and closed for the entire project, the total number of items open per organization, the
median time of days open and the 80-percentil of days open for all items, the evolution
of the total number of open and closed items over time, and the evolution of the number
of submitters over time.

7 Three. Js: https://threejs.org
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Fig.5 Example of a BabiaXR Scene

Fig. 6 Screenshot of a part of the VR dashboard scene used in our experiment, as seen with a VR device,
showing pull request and issues data in different shelves

@ Springer
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Fig.7 BabiaXR time range selector

o At the organization level, showing the number of items per organization, the number
of submitters per organization, the number of assignees per organization and the average
number of days open for items per organization.

e At the submitter level, showing the number of items per submitter, the number of
repositories per submitter and the average number of days open for items per submitter.

Eo

Fig.8 A BabiaXR dashboard used in the experiment. Visualizations are in shelves, placed in a room mimiking
a museum room. Data related to pull requests is visualized in bottom shelves, data related to issues is in top
shelves

(va)
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e At the repository level, showing the number of items per submitter, the number of
submitters per repository, the number of assignees per repository, and the average number
of days open for items per repository.

e At the subproject level (subprojects within the general project), showing the number
of items for each subproject, the number of submitters per subproject, the number of
repositories per subproject and the average number of days open for items per project.

Each visualization present in one environment has its namesake in the other environment,
with the same title and similar size, color, and layout characteristics. The main difference
between environments, as said, is that in Kibana, just as the dashboards defined by Bitergia,
we have two scenes (one for pull requests and another one for issues), while with BabiaXR
we have a single scene for all the visualizations.

3 Experiment

We adhered to the reporting guidelines proposed by Jedlitschka and Pfahl (2005) to ensure a
comprehensive and transparent presentation of our experimental methodology. These guide-
lines provide a structured framework for reporting experimental studies, covering key aspects
such as research design, participants, data collection, and statistical analysis. By following
these guidelines, we aimed to enhance the clarity, replicability, and overall quality of our
study.

3.1 Goal

The primary objective of the experiment is to assess whether the visualization of software
development processes, specifically metrics related to modern code review and issue han-
dling, is equivalently effective and satisfactory when presented in virtual reality (VR) scenes
compared to traditional 2D screens.

3.2 Research Questions and Hypothesis

The main research question of our study is:

RQ: “Is comprehension of software development processes, via the visualization of
their metrics, at least as good as in 2D screens when presented in VR scenes?”.

This question tests the hypothesis that presenting visualizations in VR, where available
space is much more abundant (you can have visualizations all around you, placing them in
different heights), will allow for a better and faster understanding. The hypothesis is disputable
because there are factors that work against it, such as the difficulties that perspective and
distance may cause to the adequate perception of magnitudes.

For answering the research question, and validating (or not) the hypothesis, we will focus
on specific, measurable aspects of the answers given by the subjects: accuracy (as a proxy
for correctness), and time to completion (as a proxy for efficiency). Thus, we can refine our
main RQ in two:

RQI: “Do the answers obtained in VR provide similar correctness compared to those
obtained on-screen?”
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RQ2: “Do the answers obtained in VR provide similar time to completion compared
to those obtained on-screen?”

The correctness is measured by comparing the difference between the answer provided
and the right answer, and the time spent in answering by the period of time needed to produce
the answer in time units (i.e., in seconds).

3.3 Participants

Our experiment involved 32 subjects from both academia and industry. We divided partici-
pants randomly into four groups of eight people. Participants in each of the groups run first
the experiment with data from one of the projects in one of the environments (on-screen or
VR), and then with data from the other project in the other environment:

1. Group A was first presented with tasks in VR with data from CHAOSS, and then repeated
the tasks on screen with data from OpenShift.

2. Group B was first presented with tasks on screen with data from CHAOSS, and then
repeated the tasks in VR with data from OpenShift.

3. Group C was first presented with tasks in VR with data from OpenShift, and then repeated
the tasks on screen with data from CHAOSS.

4. Group D was first presented with tasks on screen with data from OpenShift, and then
repeated the tasks in VR with data from CHAOSS.

We employed the AB/BA crossover design for our experiment, which offers advantages
in addressing the challenge of limited sample sizes and enhancing experimental sensitivity.
In accordance with the guidelines outlined by Vegas et al. (2016), we adopted a crossover
design framework that incorporated fixed factors such as period, sequence, and carryover
effects. Crossover designs have gained recognition in software engineering experiments for
their ability to mitigate confounding variables and increase statistical power by utilizing each
participant as their own control. This approach allows for within-subject comparisons and
effectively reduces the impact of individual differences, leading to more robust and reliable
findings. However, it is important to acknowledge the potential challenges and considerations
associated with implementing crossover designs in software engineering research. Factors
such as washout periods, learning effects, and carryover effects should be carefully considered
to ensure valid and meaningful results. By employing the AB/BA crossover design in our
study, we aimed to maximize the efficiency of our experimental design and enhance the
quality of the insights obtained.

Figure 9 summarizes demographics data for our participants, including age, gender, and
job position, from academia and industry.

Figure 10 summarizes the experience level of participants in programming (i.e., Exp
PRG), in using data visualization tools (i.e., Exp Dataviz), with the CHAOSS project
(i.e., Exp CHAOSS), with the OpenShift project (i.e., Exp OPENSHIFT), in software visu-
alization (i.e., Exp Softwvis), and in using VR devices (i.e., Exp VR), as self-declared
in an interview. Figure 11 summarizes the years of experience in programming (i.e., Exp
PRG) and in using data visualization tools (i.e., Exp Dataviz).

None of the participants had ever used a BabiaXR visualization before, even if some of
them had heard of it. Only one participant was “a little” familiar with OpenShift, meaning
he was aware of the system, but had never used it.
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Fig. 9 Demographics of participants

3.4 Datasets and Tools

The datasets used in this experiment consist of data coming from two software projects:
CHAOSS and OpenShift. CHAOSSS, currently under the Linux Foundation umbrella, is a
community devoted to produce software and metrics definitions related to software develop-
ment, producing a mixture of software and documentation, in a relatively small community.
OpenShift® is a large project, mainly devoted to produce software in the area of cloud com-
puting, involving a very large development community. Even when the project is open source,
it is also a commercial offering by Red Hat. We selected these projects since Bitergia has
the data already analyzed and deployed in some Kibana dashboards already validated by
customers.

Time ranges of both environment dashboards represents data of the last 5 years, following
Kibana feature of selecting time ranges, being 5 years the highest selectable time range. We
have developed the same funcionality in BabiaXR to be as fair as possible comparing results.
Table 1 shows the main characteristics of these two projects. The tools used to retrieve data
and produce the dashboards were described in Section 2.

3.5 Variables

The independent variable in our experiment is the group assignment, which is determined
based on the order of the environment and project selected in the first round by each
participant. The dependent variables in our study are the measurements derived from the
performance of subjects in each task. Specifically, we are interested in assessing the correct-
ness of their responses and the time taken to complete each task. These variables serve as
indicators of participants’ performance and provide valuable insights into the effectiveness
and efficiency of their task execution.

e Independent variable:
Name: Group

8 CHAOSS: https://chaoss.community/
9 OpenShift: https://docs.openshift.com/
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Fig. 10 Demographics: experience level

Description: Group that the subject belongs to.
Scale: Categorical: “First in VR with CHAOSS project”, “First in on-screen with
CHAOSS project”, “First in VR with OpenShift project” or“First in on-screen with
OpenShift project”.
Operationalization: Subject answers after interacting with visualizations on a 2-D screen,
or after interacting with visualizations immerse in virtual reality.

e Dependent variable “Time to complete”:
Name: TimeToComplete
Description: Time to complete the task
Scale: Integer (seconds)
Operationalization: Number of seconds from the moment the subject states that the task
starts, to the moment the subject states that the task is done.

e Dependent variable “Correctness”:
Name: Correctness
Description: Normalized value in the range 0-1, with 1 being “completely correct”, and
0 being “completely incorrect”.
Scale: Float, range 0-1
Operationalization: Operationalized for each task, according to the correct answer and
the specifics of the answer.

We also considered several confounding variables, to check for possible causes of bias,
or other influencing factors:

e Confounding variable “Project”:
Name: Project
Description: Project from which the data used in the task comes from.
Scale: Categorical: “CHAOSS”, “OpenShift”.
Operationalization: Determination by inspection of the specific task performed by the
subject.
e Confounding variable “Period”:
Name: Period

5

©

N participants
» o

N

Years PRG Years Dalaviz

Fig. 11 Demographics: years of experience
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CHAOSS and Opensit CHAOSS Openshift
Issues and pull requests 9000+ 215000+
Submitters 650+ 7000+
Assignees 60+ 1500+
Organizations 30+ 80+0
Repositories 20+ 350+7

Description: Period in which the subject performed the task (all subjects perform tasks
in the first round in one environment, with one project, and then in the other environment
with the other project).
Scale: Categorical: “First”, “Second”.
Operationalization: Determination by inspection of the specific task performed by the
subject.

e Confounding variable “Environment”:
Name: Environment
Description: Environment (setting) in which the question was answered by the subject
Scale: Categorical: “on-screen” or “VR”.
Operationalization: Subject answers after interacting with visualizations on a 2-D screen,
or after interacting with visualizations immerse in virtual reality.

e Confounding variable “Experience with Kibana”:
Name: ExpKibana
Description: Overall experience with Kibana dashboards
Scale: Categorical: “None”, “Beginner”, “Knowledgeable”, “Advanced”, “Expert”.
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the categories as possible answers.

e Confounding variable “Experience in data visualization™:
Name: ExpDataviz
Description: Overall experience in using data visualization tools
Scale: Categorical: “None”, “Beginner”, “Knowledgeable”, “Advanced”, “Expert”
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the categories as possible answers.

e Confounding variable “Experience with VR
Name: ExpVR
Description: Overall experience with VR devices
Scale: Categorical: “‘None”, “Beginner”, “Knowledgeable”, “Advanced”, “Expert”
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the categories as possible answers.

e Confounding variable “Experience in programming””:
Name: ExpPRG
Description: Overall experience in programming
Scale: Integer (years)
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the number of years of experience as answer.

e Confounding variable “Experience with CHAOSS™:
Name: ExpCHAOSS
Description: Overall experience with the CHAOSS project
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Scale: Categorical: “‘None”, “Beginner”, “Knowledgeable”, “Advanced”, “Expert”
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the categories as possible answers.

e Confounding variable “Experience with OpenShift”:
Name: ExpOpenShift
Description: Overall experience with the OpenShift project
Scale: Categorical: “‘None”, “Beginner”, “Knowledgeable”, “Advanced”, “Expert”
Operationalization: Self-estimation by the subject, via a question in the demographics
survey, with the categories as possible answers.

e Confounding variable “Position”:
Name: JobPosition
Description: Job position of the subject.
Scale: Categorical: “Practitioner”, “Academic”, “Student”
Operationalization: Self-declaration by the subject, via a question in the demographics
survey, with open text as answer, which is later mapped to one of the categories.

e Confounding variable “Gender:
Name: Gender
Description: Self-perceived gender of the subject.
Scale: Categorical: “Male”, “Female”, “Other”
Operationalization: Self-declaration by the subject, via a question in the demographics
survey, with open text as answer, which is later mapped to one of the categories.

e Confounding variable “Age”:
Name: Age
Description: Age of the subject.
Scale: Integer (years)
Operationalization: Self-declaration by the subject, via a question in the demographics
survey, with the number of years of age as answer.

Of the confounding variables, the following were found to be impossible to consider
because of their very low diversity: experience with Kibana (none of the subjects had expe-
rience with it), experience with CHAOSS (none of the subjects had any), experience with
OpenShift (only one of the subjects had some experience, and it was self-estimated as “Begin-
ner”), and gender (only 4 subjects self-declared as female, for a total of 28 subjects that
self-declared as male).

3.6 Training

To ensure a base level of familiarity with the systems, we added some training for both Babi-
aXR and Kibana environments. Before starting tasks in a certain environment, all participants
were shown a training dashboard. In the case of the VR environment, the dashboard consists
of a sample BabiaXR scene with the same visualizations shown in the experiment. In the
case the on-screen environment, the training dashboard consisted of a sample Kibana dash-
board with the same visualizations as the experiment dashboards. To mitigate the potential
influence of prior knowledge on participants’ responses and ensure unbiased results, the data
represented in both training scenarios is sourced from a third project.
The training focuses on the following issues:

e Interaction. In both trainings the participant learned how to interact with the visual-
izations, in order to obtain the maximum information from them (e.g., pointing to the
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visualization). In the case of the on-screen training, the limitations of the use of Kibana
were also explained, avoiding features that the BabiaXR dashboard does not provide (e.g.,
field filtering by clicking).

e Movement. In both trainings the participant learns how to move around in the dashboard.
In the case of the VR environment, the participant learns how to walk and uses the teleport
feature for moving to the visualizations around. In the case of the on-screen environment,
the participant learns how to move through the dashboards and how to reach all the
visualizations that are not available at first sight.

e Time range switch. In both trainings the participant learned how to change the time range
for the data, an important action for the experiment. In the case of the VR environment, the
participant learns how to change the time range using the controllers, by hiding/showing
the corresponding options, and clicking on them. In the case of the on-screen environment,
the participant learns where the time range option is located, and is informed about
the only ones permitted in the experiment (Kibana has more time range options than
BabiaXR).

3.7 Tasks and Data Collection

Subjects perform five different tasks in each environment (VR and on-screen), totaling 10
tasks per subject. To design our tasks, we leveraged the maintenance task definition framework
by Sillito et al. (2006). Table 2 summarizes the five tasks that participants had to address in
each environment. We collect data for each task as follows:

e Answers. To provide answers to questions in each task, all participants had to speak
aloud. For each task, participants were also asked to assess the level of difficulty (five
levels, from “Strongly Disagree” to “Strongly Agree”).

o Efficiency. The supervisor tracked the time that each participant spent on each task. For
each task, the participant notified the supervisor both the start and the finish moments.

e Correctness. After running the experiment, the supervisor checked the answers of the
task, comparing them with the correct values. This check was validated by one of the
authors of the paper.

For the whole experiment, we also collected Feedback from participants. After finishing
the experiment, participants answered a set of feedback and control questions that gave
us qualitative results on how the visualizations support users in locating key parts of the
development processes. Table 3 summarizes the questions presented in the feedback survey.

To ensure the smooth execution and refinement of the experiment, we conducted two dry-
runs prior to the actual data collection. These dry-runs allowed us to simulate the experiment
in a controlled setting and identify any potential issues or areas for improvement. We carefully
reviewed the experimental procedures, the setup of the virtual reality environment, the data
collection instruments, and the instructions provided to participants. During the dry-runs, we
invited a small group of individuals who were not part of the participant pool to participate
in the experiment. This allowed us to observe their interactions with the experimental setup,
identify any ambiguities or difficulties they encountered, and make necessary adjustments
to the experimental design, tasks, and instructions. The feedback and observations from the
dry-runs were invaluable in refining the experiment. We addressed minor issues, clarified
instructions, and made adjustments to the virtual reality environment to ensure a more seam-
less and user-friendly experience for the participants. Additionally, the dry-runs helped us
estimate the time required for each task and allowed us to fine-tune the overall experimental
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Table 2 Tasks list of the experiment

Task Task description & purpose Category

Ty Description. During the LAST YEAR tell me: The name of the TOP 3 Correlation
ORGANIZATIONS by number of issues. For each of those 3 organiza-
tions, the NUMBER of pull requests for the same period.

Purpose. Identify the most important organizations of the project in
terms of the number of pull request and issues and identify if the corre-
lation between issues and pull request is meaningful at the Organization
level.

Ty Description. Forissues, during the LAST 90 DAYS, tell me: The number Analysis
of opened and closed and when is the higher time open? (time open as
median in days)
For pull request, during the LAST 90 DAYS, tell me: The number of
opened and closed and when is the higher time open? (time open as
median in days)

Purpose. The quarter is a common measurement system, so the purpose
is to know the number of issues and pull request of the entire project in
that quarter, identifying the highest point that remained open.

T3 Description. During the LAST 5 YEARS: For pull requests submitters, Correlation
who are the top three?. For each of them, for how long their issues stayed
open (days on average)

Purpose. Identify the most important submitters of the project in terms
of the number of pull request and identify if the correlation between
the pull request submissions and the time that the issues remain open is
meaningful at the submitter level.

Ty Description. During the LAST 2 YEARS tell me: The name of the TOP 3 Analysis
REPOSITORIES by number of pull requests SUBMITTERS. The name
of the TOP 3 REPOSITORIES by number of issues.

Purpose. Identify the most important repositories of the project in terms
of the number of pull request Submitters and issues and identify which
repositories are receiving the most activity in terms of different submit-
ters. Compare the results with the repositories with more issues.

Ts Description. During the LAST 6 MONTHS, tell me: The name of the Correlation
TOP 3 SUBMITTERS by the longest time to resolve their issues (average
days open). For each of those 3 submitters, the NUMBER of pull requests
submitted.

Purpose. Identify the core of the community in the last 6 months, iden-
tify who are the users for whom their issues stayed longer opened, and
compare this with the number of pull requests that they submit.

timeline. By conducting these dry-runs, we were able to identify and address potential issues
proactively, resulting in a more robust and well-prepared experiment. The insights gained
from the dry-runs significantly contributed to the smooth execution of the actual data col-
lection phase and increased the validity and reliability of the findings. We believe that the
inclusion of these dry-runs in our experimental process demonstrates our commitment to
rigorous methodology and the careful refinement of our study design.

4 Changes from the Registered Report

In our experiment and the subsequent analysis, we have followed with great detail
the execution plan, characteristics, and design proposed in the corresponding registered
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Table 3 Feedback and control

questions ID Description
uesti
N In what environment did you find it easier to complete the
tasks? Why?
Sa In what environment has it taken you the shortest to complete

tasks (what is your feeling)? Why?

S3 Tell us which parts of each environment are useful to answer
the tasks, and tell us which parts make it more difficult to
answer the tasks. (Advantages and disadvantages)

Cy Overall, did you find the experiment difficult? (choose one:
strongly agree, agree, don’t know, disagree, strongly dis-
agree) Please explain.

Cy Do you have any suggestions or comments?

report (Moreno-Lumbreras et al. 2021). However, there are some significant changes, which
we detail below:

e Dashboards. In the registered report we defined a set of five Kibana dashboards devel-
oped by Bitergia that analyze software development processes, which we intended to use
for the experiment. Finally, for this study, we decided to focus only on two dashboards of
that set, those designed to explore the timing of pull requests and issues. When designing
the details of the execution, we realized that using all five dashboards meant a longer
experiment, and the risk of spreading shallow over a large number of aspects of the
project. Instead, we decided to reduce the number of dashboards and focus the study on
the analysis of two similar and usually related software development processes: timing
of pull requests and issues.

e Tasks. In the registered report we stated that we would define a set of tasks, and each
subject would be presented with half those tasks in one environment (on-screen or VR),
and the other half in the other, with data from different projects in each environment. All
tasks would be different, and a single subject would not repeat a task in both environments.
However, when defining the final version of the experiment, we decided not to divide
the set of tasks, but to repeat them for each subject in the second environment, with data
from a different project. The main reason is that this way we can analyze in depth if
having performed tasks in one system serves as learning when repeating it in the other
environment, and thus has some impact on performance. In addition, we decided that
having two different sets of tasks could be detrimental when comparing results for a
sample of participants that is not very large (in our case, 32 participants).

e Projects. Even when we originally planned to use data from two similar projects, finally
we decided to have two very different cases. The main reason was that, not interfering
with the results, thus would allow us to analyze differences (if any) due to the different
characteristics of the projects. All participants are assigned to both projects in a random
order, and in random environments, so we can still analyze the overall impact of both
environments, which is the main aim of the study. However, we can also control for
differences in performance due to the nature of the projects. In particular, we wanted to
check if the very different amount of data to visualize for each of the projects produced
any measurable difference.

e Correctness dependent variable. In the registered report, we defined “Error” as one of
the two dependent variables. However, when designing the final version of the study, we
decided to study correctness instead of error. In the end, both variables capture the same
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characteristic (how good the answer provided by the subject is, when comparing it with
the correct answer). But we found that the analysis seemed more natural when mapping
answers to a scale in the range 0-1, according to how close they were to the true value
than estimating the error.

e Confounding variables. For the final version of the analysis, we performed a more
detailed analysis of confounding variables, and we decided to make some changes to the
list proposed in the registered report. On the one hand, we substituted “Experience in
software development” with a more ample variable, “Experience in programming”, which
should capture the same kind of abilities, but is better suited to our expected demography
of participants. On the other hand, we added several new confounding variables that we
thought could have an impact:

— Variables related to the experiment: “Project” and “Round”. This way, we could
analyze the impact of the characteristics of the project, and the possible “learning
effect”.

— Variables related to previous experience: In addition to “Experience with Kibana”
and “Experience with VR”, already present in the registered report, and “Experience
in programming” (substituting “Experience in software development”), we include
“Experience with data visualization” (to check more broadly for experience with
tools related to the experiment), and “Experience with CHAOSS” and “Experience
with OpenShift” (to discard the bias of subjects that could already be familiar with
the data shown in the experiment, or with the underlying projects).

— Demography variables: In addition to “Position”, already present in the registered
report, we added “Gender” (although we could not analyze it, because we lack enough
diversity in subjects for this dimension), and “Age”, as potential causes of bias.

e Analysis of confounding variables. Instead of presenting a separate analysis for all
confounding variables, we focused on “Project” and “Round”, because we considered
that they could be the more determinant for the results of the experiment, due to the
way in which the experiment itself was decided. Therefore, in Section 5 (devoted to
presenting results), the first sections analyze dependent variables in the context of these
two confounding variables, with great detail. The rest of the confounding variables are
analyzed together, more briefly, in Section 5.3.

e Training. In the original report we designed a process that included some training for
subjects before they performed the tasks in the experiment. However, when designing
the final version, we decided to make more emphasis on this training, making it more
specific and a bit longer than initially intended. The reason to do so was because of
our experience in other experiments, where we learned the importance of letting people
understand the basic mechanisms needed to perform the tasks, so that we could exclude
most of the learning curve from the experiment itself.

5 Results

This section summarizes the results of the experiment with respect to the “Correctness” (see
Section 5.1) and “Time to completion” (Section 5.2) dependent variables. These variables
also correspond to the two research questions (RQy and RQ2) of our study. In both cases,
the dependent variables are analyzed not only by themselves, but also in the context of the
confounding variables related to the experiment itself: “Project” and “Round”. The influence
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of confounding variables is shown by presenting the results for our four random groups of
subjects (see Section 3.3), each corresponding to a combination of a “Project” and “Round”
category.

5.1 Correctness (RQq)

For answering RQy, we analyzed how correct were the answers that participants in the
experiment provided for Ty — Ts. We observed that errors in reporting were only a few, and it
was very rare that a subject failed more than, for example, one number when asked for three.
So, used a simple mapping of results to the value of correctness, based on the following
criteria, which tries to ensure that 0 is mapped for big mistakes (which render all results
false), and then any error discounts from the highest correctness value possible (1). For all
tasks, we followed these criteria:

e 0: If the time range is wrongly selected (all tasks require the subject to correctly select a
time range).
e 1: If everything is correct.

In addition, for each specific task:

e T; asks to report the top three organizations by number of issues, and then for those
organizations the number of pull requests submitted. Values for correctness:

— 0.5: If all three organizations are identified correctly, but the number of pull requests
is wrong, or if at least one of the organizations was wrong, but the number of pull
requests for the identified organizations is correct.

e T, asks to report four items: the number of opened and closed issues (1), and when is the
highest value in the “time open as median in days” visualization (2), and then the same
for pull requests instead of issues (3,4). Values for correctness:

— 0.25: If only one item is correct.
— 0.5: If two items are correct.
— 0.75: if three items are correct.

e T3 asks first to report the top three submitters by number of pull requests during a certain
period, and then for those submitters the number of days on average that their issues
stayed open during the period. Values for correctness:

— 0.5: If all three submitters are correctly reported but the number of days open for
their issues was wrong, or if at least one identified submitter is wrong but the number
of days open for the issues of the identified submitters is correct.

e T4 first asks to report the top three repositories by number of pull request submitters
during a certain period, and then the top three repositories by number of issues during
the same period. Values for correctness:

— 0.5: If all three repositories by number of pull request submitters were correctly
reported, but the top three repositories by number of issues were wrong, or the other
way around.

e Tjs asked to report the top three submitters by the longest time to resolve their submitted
issues during a certain period, and then for those submitters, the number of pull requests
submitted during the same period. Values for correctness:
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— 0.5: If the three submitters were correctly reported but their number of pull requests
was wrong, or the other way around

Figure 12 summarizes the correctness for all the tasks Ty — Ts for all participants, for
both round Py and round P,. We can observe that there are several participants that have the
maximum correctness for all the tasks, and only three participants have less than 0.5 in one
task. Thus, we can infer that the environments were good enough for resolving the set of
tasks proposed.

5.1.1 Results by Group of Subjects

Figure 13 summarizes the average of the correctness values of the four groups of participants,
for all tasks for both rounds. This analysis helps to understand the effect of the confounding
variables “Round” and “Project” (although for “Project” we will present a more detailed
subsection below).

Figure 13 also shows how the difference between the different combinations of envi-
ronments and projects is not high, since the average correctness values are all above 0.8.
Comparing correctness for our two rounds, we can see that the second round of experiments
has similar or better correctness in general (e.g., in T4, the second round of the experiment
has better correctness). Thus, there is some learning with respect to correctness, but not very
acute. These results also show that VR participants have consistently answered with the same
accuracy when compared to on-screen participants.

Despite the different results, for all 5 tasks in both rounds, both VR and on-screen par-
ticipants provided similar answers with respect to the perceived difficulty of the tasks (see
Fig. 14). We can also observe in this figure how the perceived difficulty decreases as partici-
pants resolve more tasks, being the tasks of the second round found easier by all participants,
except for an isolated case that strongly agreed on the difficulty of P, T4 (in this case, in the
VR environment), while in Py T4 none did.

Given the specific design of our experiment, which follows a Two-treatment factorial
crossover design with the experimental object being a two-level blocking variable , we opted
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Fig. 12 Correctness of all participants (by participant identifier) for each task. Colors correspond to the
different tasks in the experiment, which can be mapped to task identifiers in the legend: Px is the identifier of
the round and Ty is the identifier of the task
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Fig. 13 Average correctness by group. The color legend shows the group of participants

to utilize a mixed linear model for our analysis, as suggsted in Vegas et al. (2016). This type
of model is well-suited for capturing the within-subject dependencies and accounting for the
blocking variable, in this case, the group. By employing a mixed linear model, we are able to
examine the effects of the different treatments while considering the inherent variability and
correlations within the data. This approach allows us to assess the impact of the independent
variables on the dependent variable while accounting for the unique characteristics of our
experimental design.

We also analyzed Cohen’s effect size. Cohen’s effect size (Cohen 1988), specifically
Cohen’s d, was selected as a measure of the magnitude of the differences between the groups
of participants in our analysis. Cohen’s d is a widely used effect size measure that quantifies
the standardized difference between means. By calculating Cohen’s d, we obtain a standard-
ized value that allows for meaningful comparisons across different studies and variables. The
use of effect size measures like Cohen’s d provides valuable information about the practical
significance or importance of the observed differences. It helps us move beyond statistical
significance alone and provides a clearer understanding of the magnitude of the effects. The
choice of Cohen’s d as the effect size measure allows us to communicate the practical rele-
vance of the differences between the groups of participants in a standardized and interpretable
manner. Table 4 depicts the ranges for the Effect Size (Cohen 1988).

Table 5 depicts the results of the statistical analysis for the average of the First and Second
Round (P1 and P2). Based on the mixed linear model regression results and the calculated
Cohen’s d values, we can gain insights into the differences between the groups of participants
with P1 SC Chaoss - P2 VR Openshift as the reference category.
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Fig. 14 Answers to “Did You Find the Task Difficult?”. Each row of charts corresponds to a group of subjects,
and each chart to a task in a round
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Table 4 Effect size of different

ranges of Cohen’s delta Effect size Delta
Small |d] ~0.2
Medium |d]| ~ 0.5
Large |d| =~ 0.8 or higher

e Average on Round 1. For PI SC Openshift - P2 VR Chaoss, the coefficient value of
-0.076 suggests that, on average, the P1_AVG for this group is 0.076 units lower than the
reference group. This difference is statistically significant (p < 0.05), as indicated by the
corresponding p-value. Similarly, for PI VR Chaoss - P2 SC Openshift, the coefficient
value of -0.054 suggests that, on average, the P1_AVG for this group is 0.054 units lower
than the reference group. This difference is also statistically significant (p < 0.05). On the
other hand, for P/ VR Openshift - P2 SC Chaoss, the coefficient value of -0.016 suggests
that there is no statistically significant difference in the P1_AVG between this group and
the reference group (p > 0.05).

The module of the values of Cohen’s d for “P1 SC Openshift - P2 VR Chaoss vs P1 SC
Chaoss - P2 VR Openshift” (-1.5946) and “P1 VR Chaoss - P2 SC Openshift vs PI1 SC
Chaoss - P2 VR Openshift” (-1.4845) indicate large effect sizes, suggesting substantial
differences between these groups in terms of P1_AVG. On the other hand, Cohen’s d
value for “PI VR Openshift - P2 SC Chaoss vs P1 SC Chaoss - P2 VR Openshift” (-
0.3041) suggests a small effect size, indicating a smaller and less substantial difference
between these groups.

Overall, these results suggest that there are statistically significant differences in P1_AVG
between the groups of participants compared to the reference group. The effect sizes,
as measured by Cohen’s d, indicate that the differences are particularly notable for P1
SC Openshift - P2 VR Chaoss and P1 VR Chaoss - P2 SC Openshift groups, while the
difference for P1 VR Openshift - P2 SC Chaoss is relatively smaller.

e Average on Round 2. For PI SC Openshift - P2 VR Chaoss, the coefficient value of
-0.066 suggests that, on average, the P2_AVG for this group is 0.066 units lower than
the reference group. This difference is statistically significant (p < 0.05). For P/ VR
Chaoss - P2 SC Openshift, the coefficient value of -0.036 suggests that, on average,
the P2_AVG for this group is 0.036 units lower than the reference group. Although the
p-value (0.069) is slightly above the significance threshold (p = 0.05), it is still worth

Table 5 Results of the Mixed linear method applied to the correctness

P1 AVG P2 AVG
Group Coefficient p-value Eff Size Coefficient p-value Eff size
P1 - SC Openshift —0.076 0.024 —1.59 —0.066 0.025 —1.58
P2 - VR Chaoss
P1 - VR Chaoss —0.054 0.036 —1.48 —0.036 0.069 —1.28
P2 - SC Openshift
P1 - VR Openshift —0.016 0.667 —0.30 —0.016 0.551 —0.42

P2 - SC Chaoss

P1 - SC Chaoss, P2 - VR Openshift as the reference category. For the average of the correctness of the first

and second round
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noting as it approaches statistical significance. For PI VR Openshift - P2 SC Chaoss, the
coefficient value of -0.016 suggests that there is no statistically significant difference in
the P2_AVG between this group and the reference group (p > 0.05).

The module of the values of Cohen’s d for “P1 SC Openshift - P2 VR Chaoss vs P1 SC
Chaoss - P2 VR Openshift” (-1.5858) and “PI VR Chaoss - P2 SC Openshift vs P1 SC
Chaoss - P2 VR Openshift” (-1.2854) indicate large effect sizes, suggesting substantial
differences between these groups in terms of P2_AVG. Cohen’s d value for “P/ VR
Openshift - P2 SC Chaoss vs P1 SC Chaoss - P2 VR Openshift” (-0.4211) suggests a
moderate effect size, indicating a relatively smaller but still noticeable difference between
these groups.

Overall, these results suggest that there are statistically significant differences in P2_AVG
between the groups of participants compared to the reference group. The effect sizes,
as measured by Cohen’s d, indicate that the differences are particularly notable for P/
SC Openshift - P2 VR Chaoss and P1 VR Chaoss - P2 SC Openshift groups, while the
difference for P/ VR Openshift - P2 SC Chaoss is relatively smaller but still observable.

Focusing now in Table 6, we analyze the average of the 2 rounds. For P SC Openshift - P2

VR Chaoss, the coefficient value of -0.072 suggests that, on average, the TOTAL_AVG for this
group is 0.072 units lower than the reference group. This difference is statistically significant
(p < 0.05). For P1 VR Chaoss - P2 SC Openshift, the coefficient value of -0.047 suggests
that, on average, the TOTAL_AVG for this group is 0.047 units lower than the reference
group. This difference is also statistically significant (p < 0.05). For P! VR Openshift - P2
SC Chaoss, the coefficient value of -0.017 and p-value of 0.665 suggest that there is no
statistically significant difference in the TOTAL_AVG between this group and the reference
group (p > 0.05).
The module of the values of Cohen’s d for “P1 SC Openshift - P2 VR Chaoss vsP1 VR Chaoss
- P2 SC Openshift” (-1.6842) and “PI VR Chaoss - P2 SC Openshift vs PI VR Chaoss -
P2 SC Openshift” (-1.6312) indicate large effect sizes, suggesting substantial differences
between these groups in terms of TOTAL_AVG. Cohen’s d value for “P1 VR Openshift -
P2 SC Chaoss vs P1 VR Chaoss - P2 SC Openshift” (-0.3062) suggests a small effect size,
indicating a relatively smaller difference between these groups.

Overall, these results suggest that there are statistically significant differences in
TOTAL_AVG between the groups of participants compared to the reference group. The
effect sizes, as measured by Cohen’s d, indicate that the differences are particularly notable
for P1 SC Openshift - P2 VR Chaoss and P1 VR Chaoss - P2 SC Openshift groups, while the
difference for P1 VR Openshift - P2 SC Chaoss is relatively smaller but still observable.

Table 6 Results of the Mixed

i hod lied to th TOTAL AVG
mear method applied to the Group Coefficient p-value Eff size
correctness
P1 - SC Openshift —0.072 0.017 —1.68
P2 - VR Chaoss
P1 - VR Chaoss —0.047 0.021 —1.63
P2 - SC Openshift
P1 - VR Openshift —0.017 0.665 —0.30

P2 - SC Chaoss

P1 - SC Chaoss, P2 - VR Openshift as the reference category. For the
average of the total correctness
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5.2 Completion Time (RQ3)

To answer RQ3 we analyze the dependent variable “Time to completion”. We will analyze
it by project and environment together (by group), by environment (VR or on-screen), and
by project. We consider as “time to completion” the time from the moment the subject states
that the task is starting, to the moment the subject states that the task is done (in seconds).

5.2.1 Results by Group of Subjects

We analyzed time to completion for the tasks T; — Ts in each round, for each of the four
groups of subjects. Figure 15 summarizes results of this analysis, presented as box plots by
group. If we focus on a given project and the subjects who start in the VR environment, we
can see that their time to completion is a bit slower than those who start on-screen. However,
the difference appears not to be significant. This difference is even smaller when participants
face the tasks during the second round, regardless of the environment.

Figure 16 shows the difference between times for each task in both rounds, per group. In it,
the times presented by each boxplot are the subtraction of the completion time during the first
round minus the completion time during the second round, for each task. In this figure, most of
the values are positive, which means that most of the participants spent less time to complete
tasks during the second round than during the first round, regardless of the environment. We
expected this, due to the learning process (previous knowledge adjured in the first round).
Again, participants who started with data from the OpenShift project spent more time in the
first round than participants who started with data from the CHAOSS project. In addition,
we can observe that, as participants solve more and more tasks, the time difference becomes
smaller, reaching almost the same values in some cases (e.g., Ts for those who started in VR
with OpenShift and continued on-screen with CHAOSS).
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Fig. 15 Distribution of time to completion (in seconds) by group

@ Springer



42 Page 28 of 49 Empirical Software Engineering (2024) 29:42

'S
o
S

o E
s
5] — _
[-4 o
S0
L e ——=— R — )
PN
a.
TLdif T2 dif T3 dif T4 dif T5 dif
& 400
gﬁ o
28200
U0
2 g , —_— e _ = %
& 1 —I R —
g o
] T1dif T2 dif T3 dif T4 dif 5 dif
3
@ & 400
E =4
FoEg
g & 200
o ’L‘ — = —
[-4 H L 1 —_—
>, 0 8 o
T
E a.
TLdif T2 dif 3 dif T4 dif TS dif
& 400
z
28
g2 200 ° =
oE | %
Q
% 0 | ——
T
& 2
L dif T2 dif T3 dif T4 dif TS dif

Task ID (difference)
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In order to further investigate the potential differences in terms of time to completion of the
Rounds among different groups, we will employ again a mixed linear model analysis. This
approach allows us to account for the nested structure of the data and control for potential
confounding factors. By fitting the mixed linear model, we can estimate the effects of the
different groups while considering the variability within and between groups. Additionally,
we will calculate Cohen’s d effect size to quantify the magnitude of the observed differences,
allowing us to compare the magnitude of differences in time to completion between groups.
By incorporating both the mixed linear model and Cohen’s d, we aim to gain a comprehen-
sive understanding of the potential significant differences in time to completion among the
different groups.

Table 7 depicts the results of the statistical analysis for the total times of the First and
Second Round (P1 and P2). Based on the mixed linear model regression results and the

Table 7 Results of the Mixed linear method applied to the time to completion

P1 TOTAL P2 TOTAL
Group Coefficient p-value Eff size Coefficient p-value Eff size
P1 - SC Openshift 152.625 0.091 1.19 137.5006 0.005 1.99
P2 - VR Chaoss
P1 - VR Chaoss 89.750 0.316 0.71 47.125 0.476 0.50
P2 - SC Openshift
P1 - VR Openshift 163.750 0.061 1.32 43.375 0.518 0.45

P2 - SC Chaoss

P1 - SC Chaoss, P2 - VR Openshift as the reference category. For the total time of the first and second round
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calculated Cohen’s d values, we can gain insights into the differences between the groups of
participants with P1 SC Chaoss - P2 VR Openshift as the reference category.

e Total times on Round 1. For P/ SC Openshift - P2 VR Chaoss, the coefficient value
of 152.625 suggests that the P1 TOTAL time for this group is 152.625 units higher
than the reference group. However, this difference is not statistically significant (p >
0.05). For P1 VR Chaoss - P2 SC Openshift, the coefficient value of 89.750 suggests
that the P1 TOTAL time for this group is 89.750 units higher than the reference group.
Again, this difference is not statistically significant (p > 0.05). For PI VR Openshift -
P2 SC Chaoss, the coefficient value of 163.750 suggests that the P1 TOTAL time for this
group is 163.750 units higher than the reference group. Although this difference shows
a trend towards significance (p = 0.061), it does not reach the conventional threshold for
statistical significance (p > 0.05).

The module of the values of Cohen’s d for “P1 SC Openshift - P2 VR Chaoss vs P1 SC
Chaoss - P2 VR Openshift” (1.1969) and “PI VR Openshift - P2 SC Chaoss vs P1 SC
Chaoss - P2 VR Openshift” (1.3249) suggest moderate effect sizes, indicating observable
differences between these groups in terms of P1 TOTAL times. Cohen’s d value for “PI
VR Chaoss - P2 SC Openshift vs PI1 SC Chaoss - P2 VR Openshift” (0.7092) indicates
a smaller effect size, suggesting a relatively smaller difference between these groups.
Overall, these results suggest that there may be some differences in P1 TOTAL times
between the groups of participants compared to the reference group. However, the sta-
tistical significance of these differences is limited, with only the difference for P/ VR
Openshift - P2 SC Chaoss showing a trend towards significance. The effect sizes, as mea-
sured by Cohen’s d, suggest that the differences, if present, are moderate in magnitude
for P1 SC Openshift - P2 VR Chaoss and PI1 VR Openshift - P2 SC Chaoss, while the
difference for “P1 VR Chaoss - P2 SC Openshift” is relatively smaller.

o Total times on Round 2. For PI SC Openshift - P2 VR Chaoss, the coefficient value
of 137.500 suggests that the P2 TOTAL time for this group is 137.500 units higher than
the reference group. This difference is statistically significant (p < 0.05), indicating that
there is a significant effect of P1 SC Openshift - P2 VR Chaoss on the P2 TOTAL time.
For P1 VR Chaoss - P2 SC Openshift, the coefficient value of 47.125 suggests that the P2
TOTAL time for this group is 47.125 units higher than the reference group. However, this
difference is not statistically significant (p > 0.05), indicating that there is no significant
effect of P1 VR Chaoss - P2 SC Openshift on the P2 TOTAL time. For P1 VR Openshift
- P2 SC Chaoss, the coefficient value of 43.375 suggests that the P2 TOTAL time for
this group is 43.375 units higher than the reference group. Again, this difference is not
statistically significant (p > 0.05), indicating that there is no significant effect of PI VR
Openshift - P2 SC Chaoss on the P2 TOTAL time.

The positive value of Cohen’s d for “P1 SC Openshift - P2 VR Chaoss vs P1 SC Chaoss -
P2 VR Openshift” (1.9909) suggests a large effect size, indicating a substantial difference
between these groups in terms of P2 TOTAL time. Cohen’s d values for “PI VR Chaoss
- P2 SC Openshift vs P1 SC Chaoss - P2 VR Openshift” (0.5039) and “PI VR Openshift
- P2 SC Chaoss vs P1 SC Chaoss - P2 VR Openshift” (0.4570) indicate smaller effect
sizes, suggesting relatively smaller differences between these groups.

In summary, these results suggest that there is a statistically significant difference in P2
TOTAL time between the group “P1 SC Openshift - P2 VR Chaoss” and the reference
group “P1 SC Chaoss - P2 VR Openshift”. The effect size, as measured by Cohen’s d,
indicates a large difference between these two groups. However, there are no significant
differences in P2 TOTAL time between the groups P/ VR Chaoss - P2 SC Openshift and
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“P1 VR Openshift - P2 SC Chaoss” compared to the reference group. The effect sizes
for these comparisons are relatively smaller.

Table 8 depicts the results of the analysis. Computing the total time of the two rounds,
for P1 SC Openshift - P2 VR Chaoss, the coefficient value of 290.125 suggests that, on
average, the TOTAL time for this group is 290.125 units higher than the reference group.
This difference is statistically significant (p < 0.05), indicating that there is a significant
effect of PI SC Openshift - P2 VR Chaoss on the TOTAL time. For PI VR Chaoss - P2
SC Openshift, the coefficient value of 136.875 suggests that, on average, the TOTAL time
for this group is 136.875 units higher than the reference group. However, this difference is
not statistically significant (p > 0.05), indicating that there is no significant effect of P/ VR
Chaoss - P2 SC Openshift on the TOTAL time. For PI VR Openshift - P2 SC Chaoss, the
coefficient value of 207.125 suggests that, on average, the TOTAL time for this group is
207.125 units higher than the reference group. This difference is marginally non-significant
(p = 0.075), indicating a weak trend towards significance. However, it does not meet the
conventional threshold for statistical significance.

The positive value of Cohen’s d for “PI SC Openshift - P2 VR Chaoss vs P1 SC Chaoss -
P2 VR Openshift” (1.5683) suggests a large effect size, indicating a substantial difference
between these groups in terms of TOTAL time. Cohen’s d values for “P1 VR Chaoss - P2
SC Openshift vs P1 SC Chaoss - P2 VR Openshift” (0.6976) and “P1 VR Openshift - P2 SC
Chaoss vs P1 SC Chaoss - P2 VR Openshift” (1.2584) indicate moderate to large effect sizes,
suggesting meaningful differences between these groups.

In summary, these results suggest that there is a statistically significant difference in TOTAL
time between the group “PIl SC Openshift - P2 VR Chaoss” and the reference group “PI
SC Chaoss - P2 VR Openshift”. The effect size, as measured by Cohen’s d, indicates a large
difference between these two groups. However, there are no significant differences in TOTAL
time between the groups “PI VR Chaoss - P2 SC Openshift” and “PI1 VR Openshift - P2
SC Chaoss” compared to the reference group. The effect sizes for these comparisons are
moderate to large, indicating meaningful differences, but the statistical significance is not
achieved for “P1 VR Chaoss - P2 SC Openshift”.

5.3 Effect of Confounding Variables

To learn about the possible effect of confounding variables, we depict the main two results
(time to complete tasks, and correctness of the answers) for each subject against the value of
each relevant confounding variable. In Section 3.5 we already identified some variables for

Table 8 Results of the mixed

li hod applied to the ti TOTAL
inear method applie to the time Group Coefficient p-value Eff size
to completion
P1 - SC Openshift 290.125 0.027 1.57
P2 - VR Chaoss
P1 - VR Chaoss 136.875 0.324 0.70
P2 - SC Openshift
P1 - VR Openshift 207.125 0.075 1.26

P2 - SC Chaoss

P1 - SC Chaoss, P2 - VR Openshift as the reference category. For the
total time of both rounds
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which we had very low diversity, and therefore we are not considering them in this analysis.
For the rest of the confounding variables, Fig. 17 shows how time to complete tasks for each
subject is affected by each of those variables, while Fig. 18 shows how the mean correctness
of each subject is affected by them.

Complementing Fig. 17, we conducted a Kendall Tau analysis (Kendall 1938) for analyz-
ing the correlation of the variables. Table 9 depicts the results, where we can observe:

e JOB_POSITION (Job position): The Kendall Tau coefficient for JOB_POSITION is close
to zero, indicating a very weak or no monotonic relationship between JOB_POSITION
and the total time to finish all the tasks. The p-value is greater than the typical significance
level of 0.05, suggesting that this correlation is not statistically significant.

e AGE (Age): The Kendall Tau coefficient for AGE is also close to zero, indicating a very
weak or no monotonic relationship between AGE and the total time to finish all the
tasks. The p-value is greater than 0.05, suggesting that this correlation is not statistically

significant.

e EXP_PRG (Experience in Programming): The Kendall Tau coefficient for EXP_PRG is
positive and larger in magnitude, indicating a moderate positive monotonic relationship
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Fig. 17 Confounding variables: effect on time to completion. Each chart represents the effect of a relevant
confounding variable (JobPosition, Age, ExpPRG, ExpDataviz, ExpVR) by plotting for each subject its value
in the Y axis with respect to the total time to finish all tasks in the X axis
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Fig. 18 Confounding variables: effect on the correctness of the answers. Each chart represents the effect of a
relevant confounding variable (JobPosition, Age, ExpPRG, ExpDataviz, ExpVR) by plotting for each subject
its value in the Y axis with respect to the mean correctness for all answers (scaled in the 0—1 range) in the X
axis

between EXP_PRG and the total time to finish all the tasks. The p-value is less than 0.05,
indicating that this correlation is statistically significant at the 5% level. This suggests
that as the value of EXP_PRG increases, the value of the total time to finish all the tasks
tends to increase as well.

e EXP_DATAVIZ (Experience in Data visualization aplications): The Kendall Tau coef-
ficient for EXP_DATAVIZ is close to zero, indicating a very weak or no monotonic
relationship between EXP_DATAVIZ and the total time to finish all the tasks. The p-
value is greater than 0.05, suggesting that this correlation is not statistically significant.

e EXP_VR (Experience in Virtual Reality): The Kendall Tau coefficient for EXP_VR is
close to zero, indicating a very weak or no monotonic relationship between EXP_VR
and the total time to finish all the tasks. The p-value is greater than 0.05, suggesting that
this correlation is not statistically significant.

In summary, the only statistically significant correlation observed in this analysis is
between EXP_PRG and the total time to finish all the tasks, indicating a moderate positive
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Table 9 Kendall Ta_u corrglation Variable Kendall Tau p-value

results of confounding variables

and total time to completion JOB_POSITION -0.050410 0.708797
AGE 0.027671 0.830563
EXP_PRG 0.336019 0.015252
EXP_DATAVIZ -0.086642 0.537350
EXP_VR 0.054354 0.693977

relationship. The other variables (JOB_POSITION, AGE, EXP_DATAVIZ, and EXP_VR)
do not exhibit significant correlations with the total time to finish all the tasks.

By observing Fig. 18, we also complete the chart with the Kendall Tau analysis, depicted
in Table 10 for correctness:

e JOB_POSITION (Job position): The Kendall Tau coefficient for JOB_POSITION is pos-
itive, indicating a weak positive monotonic relationship with the average of correctness.
However, the p-value is greater than 0.05, suggesting that this correlation is not statis-
tically significant. Therefore, we cannot conclude that there is a significant association
between JOB_POSITION and the average of correctness.

e AGE (Age): The Kendall Tau coefficient for AGE is positive, indicating a weak positive
monotonic relationship with the average of correctness. However, the p-value is greater
than 0.05, indicating that this correlation is not statistically significant. Therefore, we
cannot conclude that there is a significant association between AGE and the average of
correctness.

e EXP_PRG (Experience in Programming): The Kendall Tau coefficient for EXP_PRG is
close to zero, indicating a very weak or no monotonic relationship with the average of
correctness. Additionally, the p-value is greater than 0.05, indicating that this correlation
is not statistically significant. Therefore, there is no evidence of a significant association
between EXP_PRG and the average of correctness.

e EXP_DATAVIZ (Experience in Data visualization aplications): The Kendall Tau coeffi-
cient for EXP_DATAVIZ is negative, indicating a weak negative monotonic relationship
with the average of correctness. However, the p-value is greater than 0.05, suggesting
that this correlation is not statistically significant. Therefore, we cannot conclude that
there is a significant association between EXP_DATAVIZ and the average of correctness.

e EXP_VR (Experience in Virtual Reality): The Kendall Tau coefficient for EXP_VR is
negative, indicating a weak negative monotonic relationship with the average of correct-
ness. The p-value is less than 0.05, indicating that this correlation is statistically significant
atthe 5% level. Therefore, there is evidence of a significant association between EXP_VR

Table 10 Kendall Tau correlation

results of confounding variables Variable Kendall Tau p-value

and correctness average JOB_POSITION 0.104167 0.492507
AGE 0.165881 0.253402
EXP_PRG 0.012381 0.936668
EXP_DATAVIZ -0.154337 0.328973
EXP_VR -0.322301 0.038110
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and the average of correctness, suggesting that as the value of EXP_VR decreases, the
value of the average of correctness tends to increase.

In summary, the only statistically significant correlation observed in this analysis is
between EXP_VR and the average of correctness, indicating a weak negative relationship.
The other variables (JOB_POSITION, AGE, and EXP_DATAVIZ) do not exhibit significant
correlations with the average of correctness.

5.4 Feedback
5.4.1 Easier and Faster?

Once the participants had finished all tasks, they were asked to answer a small feedback
survey. First, in question Sy we ask in what environment it was easier for them to answer the
questions, and a rationale for the answer. Figure 19 depicts how the answers are distributed.

75% of participants answered that it was easier for them to solve the tasks on-screen.
Of these participants, 50% claimed in the justification that it is due to the habit of using
the screen on a daily basis (37.5% of the total number of participants). The “habit” factor
influences the performance of the experiment. For those who answered VR (6 participants,
16.75%), they claimed better coherence between the data and a better arrangement of the
graphs (shelves) in the same environment, instead of having to move between two. Those
who did not respond that any specific environment was easier commented that they were not
clear about this, and that they did not find much difference. In addition, some participants
pointed out that it was easier for them in the second part (regardless of the setting) because
they had prior knowledge of the questions.

After answering the first feedback question, Sy was presented to participants, asking about
the feeling of time spent on tasks. In particular, the question was in which environment they
had the feeling of having spent less time solving the tasks, along with a justification. Figure 19
depicts how the answers are distributed. In this case, we have almost an equal distribution
between those who responded on-screen and in VR. 14 participants (43.75%) claimed that
they did it faster due to prior knowledge of the questions or graphs, which is reasonable.
4 participants (12.5%) again claimed that they did it faster due to the on-screen habit. In
addition, 2 participants argued that VR was faster due to the layout of the elements; one of

2 16
14
20
12
2 2
5 15 5 10
a a
S S
€ £ 8
219 4
z z 6
4
5
2
g . 5 |
Screen VR Don't Know Screen VR Don't Know
S1: In which environment did you find S2: In which environment has it taken you the
it easier to complete the tasks? shortest to complete tasks (what is your feeling)?

Fig. 19 Answers by participants to questions Sy (easier environment for answering questions) and S (faster
environment for answering questions)
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them commented that on-screen the information was overloaded, and another that on VR it
was simpler.

5.4.2 Advantages and Disadvantages

S3 was asked in order to get positive and negative feedback about the Kibana (on-screen) and
BabiaXR (VR) environments. Starting with Kibana, this is a summary of the most relevant
points:

e Advantages: The habit of the use of on-screen application, and the “everyday” interaction
with them stand out again. Participants also mentioned that information is in front of you,
and in a more compressed manner, that in general it is easier to use and the letters are
seen more clearly.

e Disadvantages: The most highlighted disadvantage is that information is spread in two
dashboards, which makes it more difficult to correlate data from visualizations in different
dashboards. In general, participants also found that charts are more difficult to find,
because they are all together, and are quite similar to each other. Some participants
mentioned that dashboards are too crowded with charts, and on-screen space is very
limited.

And regarding the BabiaXR environment:

e Advantages: One of the greatest advantages highlighted by participants is the use of
space, having all visualizations in the same place. Also, the use of colors for the dif-
ference between pull requests and issues improves interaction and data correlation. The
“museum with shelves” metaphor was also highlighted as a positive aspect, specifically
the “shelves” that allow organizing the different graphs in a very intuitive way. It is
noteworthy to point out how participants noted that they felt more focused in the VR
environment, because there are no distractions around and everything they saw had to do
with the experiment.

e Disadvantages: The use of the VR headset and the discomfort with it (eye strain, lack of
experience in their use, etc.) with it is a point that several participants noted as negative.
Another negative aspect is the size of the texts and the legends, which some participants
reported to be difficult to read. Finally, the performance and the drop in frames per second
in some circumstances is another aspect that they detailed as negative.

5.4.3 Control Questions

To finish the feedback survey, participants were asked if they found the experiment difficult
(Cy). Figure 20 depicts the distribution of answers by participants and their thoughts.

Only one participant agreed that the experiment was difficult. We can conclude that the
design of the experiment is of low difficulty.

To obtain extended comments, we asked a final question (Cz) about any other suggestion
or comment. We received useful comments like the general comment of several participants
in relation to the legends in VR, since sometimes it was difficult for them to look at the data,
as well as a better format for these. Others commented on the use of other graphs beyond the
bars, since that could improve the general visualization of the data. We will further discuss
this in Section 6. The multi-user feature (to be able to have more than one user in the scene
and interact between them and with the visualizations), something included in BabiaXR, is
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Fig. 20 Participants’ answers to Cq (was the experiment difficult?)

another of the comments that two participants have proposed; it helps us to know that it could
help in future experiments. Other issues like performance, Frames Per Second (FPS) drop
and graphics size were indicated by 5 participants.

We also received comments and suggestions regarding the Kibana environment, such
as dividing the graphs better, using a better color range, or even reducing the number of
graphs. The merge between issues and Pull Request visualizations is another point that the
participants pointed out.

6 Discussion

After analyzing the results we can conclude that BabiaXR (VR) is at least as useful in terms of
correctness and completion time as Kibana (on-screen). However, there are different points
and specific cases: to discuss from results, feedback, and other insights.

Habit Factor Most of the feedback in favor of on-screen is related to the habit that the
participants have on the computer. Today, the computer is a widely used tool used in most
modern jobs, so the use of a screen, mouse, and keyboard is much more widespread than
VR headsets and controllers. Even with more habit on screen, the results are not far off. We
hypothesize that as VR environments become more used —or developers more exposed to
VR technology to perform these tasks—, results may change in favor of VR. Replicating this
experiment in the future may be of interest to ascertain if this is true.

Two Rounds of the Same Tasks It is evident that in both correctness and completion time,
improvements were observed in the second round, regardless of the environment. This out-
come is expected as participants gain familiarity with the visualizations and tasks over time.
Even when the environment and project (albeit with varying complexity) change, partici-
pants have acquired knowledge of where to look and the objectives of each task. The tasks
were carefully designed to reflect common questions addressed by Bitergia in real software
development environments. It is worth noting that more intensive prior training, specifically
explaining the data displayed in each visualization, could potentially lead to a normalization
of completion times between the two rounds. This observation indicates that both environ-
ments are effective for learning to perform this type of task.

Isolated VR Environment Immersion in VR has the advantage that you control everything
that surrounds you in an almost unlimited space. This means that you can place things of
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interest in all aspects and control those aspects that can distract the participant when making
an experiment. This is something that several participants gave in favor of VR. Even though
they also highlighted some negative parts, they pointed out that in VR you have a more
controlled focus, you do not feel external distraction because practically everything you
look at is visualization in all directions. This is a very important point since in VR we have
combined both the views of Issues and Pull Request, but even so, the environment was not
100% exploited. So, this point is something to investigate and without doubt to get more out
of it, to be able to show more information in future experiments.

Tasks Favoring VR Specifically, in Ts we have found a substantial difference in favor of
VR. This task is specifically designed to correlate issues and pull requests data, first looking
for submitters in the “Average days open for Issues” visualization, and then looking for
those same submitters in the corresponding pull requests visualization. As in many software
projects, there are user profiles that can create issues and pull requests, but they can also
create issues but no pull requests, because, for example, they do not have a developer profile
(or vice-versa). Only in Ts, when looking for submitters in the pull requests visualization,
they were not found because they had not created pull requests. This can be clearly identified
when you have both visualizations available. In the on-screen environment, you have to move
between dashboards in different web pages to correlate the information. In VR, instead, you
have one visualization directly above the other, being able to correlate the information in
a faster way, as can be seen from the results. This gives us an idea of the kind of tasks
that are more easily solved in the VR environment. Defining scenarios designed to ease the
completion of those kinds of tasks in VR may lead to the creation of more efficient and
powerful VR dashboards than those possible on-screen.

Tasks Favoring a Project At first glance, it may appear that certain tasks are designed to
favor a particular project based on its size. However, it is important to note that Bitergia,
as the designer of the dashboards and a key collaborator in task design, collaborates with
customers whose interests span projects of varying magnitudes. Consequently, the tasks and
questions are carefully crafted to ensure that project size does not influence their outcomes.
In our study, the primary impact of data size is on the performance of the application itself.
With current technological limitations, VR dashboards may exhibit slower rendering speeds
than on-screen dashboards for larger data sizes. Nonetheless, in our experiment, we observed
no significant performance differences between the two projects as the visualizations and
questions were carefully selected to ensure consistent and comparable performance. Regard-
ing the discrepancy in T1 outcomes between the projects, we attribute it to the initial reaction
time of participants who were encountering the data for the first time. This variation could be
linked to the different data sizes. However, with a larger participant sample size, we anticipate
this difference to diminish, as demonstrated by the outcomes of the other tasks.

VR vs On-screen by Participants After the qualitative analysis of the feedback survey,
we have realized that participants value being used to the environment above other factors
(colors, layout, etc.). In general, everyone felt more comfortable on screen and reported that
they perceive tasks to be easier in this environment. It is interesting how for VR several
subjects detailed some advantages, such as the use of available space, something that they
even highlighted as a disadvantage on-screen. Another very interesting aspect of VR over
on-screen is the fact that participants felt more focused in VR because they had no distractions
around them, and the information was more spread out in space, something that the metaphor
of the museum reflects very well. This is also the case with the placement of the visualizations
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on shelves for a better feeling of comfort and familiarity. To this day there is no widespread
use of it in VR, and even less for this type of applications. Applications like BabiaXR need
more development to improve visualization, performance, and interaction problems. So, to
some extent, this experiment could be a baseline: once VR is more extended, user interaction
and metaphors are improved in VR, and subjects are more used to the specific interactions
and metaphors used in the VR dashboard, maybe a similar experiment will show better results
for VR. In any case, it is also important to notice that, with respect to correctness, there were
no perceived differences, and both environments performed well. Given that Kibana is state
of the art with respect to showing visualizations to interact with data, we think this is very
good news for data visualization in VR.

VR Metaphor The VR environment allows the use of different metaphors for the layout of
the visualizations. In this case, the metaphor of the museum has been chosen, placing the
visualizations in an environment similar to that of a museum, with a limited room and different
elements at various heights with their respective titles/posters. We still do not have enough
feedback to know if this metaphor is the right one for these types of visualizations and data,
so using a different metaphor can change the results drastically. What this experiment has
shown is that the museum metaphor for these data and tasks is similar in terms of effectiveness
and efficiency to the Kibana on-screen environment. The use of natural movements, such as
bending over, moving arms, and head gestures is something to explore for the improvement
of the metaphor to be used.

On-Screen Environment Interactions The interaction with Kibana is an interaction based
on keyboard and mouse, a very mature interaction that has been widely used by all participants
that have carried out the experiment. It is a natural interaction that has yet been limited for a
fair comparison with BabiaXR. The best ways to interact with visualizations in VR are still
being researched, and as experiments like this are carried out, better ways to interact, more
natural and similar to the on-screen environment, will appear. In addition, we have limited
the use of on-screen to one monitor, so the use of more than one monitor could influence the
results, due to a greater correlation of the data.

BabiaXR as a Library The visualization library, BabiaXR, is currently in its developmental
phase, and we are actively seeking feedback to drive its evolution and maturity. Conducting
experiments plays a crucial role in obtaining valuable insights for improving the library’s
visualizations and data interaction capabilities. As we gather feedback, we will be able to
refine the approach, both in terms of visualization quality and data interaction mechanisms. It
is important to note that the current comparison between BabiaXR and the 2D visualizations
of Kibana is limited in fully harnessing the potential of VR. BabiaXR offers additional
visualizations, such as networks, cylinders, and even a city visualization (Wettel and Lanza
2007), which have not been utilized in this study. Integrating these advanced visualizations
into the experiment could potentially bias the results in favor of BabiaXR. Therefore, further
experimentation is warranted to explore and evaluate the extended capabilities of BabiaXR.

Experiment Duration In this experiment, the presence of a supervisor in the same physical
location as the participant during the experiment posed limitations on scalability. Each par-
ticipant’s session, including the experiment and subsequent video review by the supervisor,
lasted approximately one hour. This significantly restricts the number of participants that
can be included. To address this challenge, we are actively exploring options to automate
the experiment process for future studies. While conducting the experiment remotely and
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in a sequential manner for BabiaXR presents difficulties due to the limited availability of
VR headsets, BabiaXR offers a multi-user feature that allows the supervisor to join the same
virtual environment as the participant, facilitating remote supervision without the need for
physical proximity. Furthermore, for data collection purposes, BabiaXR provides the capa-
bility to record and plot user positions, responses, and movements within the library itself. On
the other hand, for Kibana, which offers greater ease of replication for remote experiments, a
simple screen-sharing call can suffice for remote monitoring without the need for in-person
presence. These considerations highlight the potential for exploring alternative methods to
enhance the scalability and replicability of these experiments in the future.

VR Expertise One of the most unexpected results is the apparent influence of experience with
VR in time to completion of the tasks. As we explained, apparently the more VR expertise, the
shorter times to complete on-screen, compared with VR. This result seems counter-intuitive,
because it seems reasonable to expect that the more expertise and familiarity with VR, the
easier it is for the subject to interact with the VR scene, and therefore, the shorter time to
completion of the task in VR. Nonetheless, the number of subjects with some experience
in VR in our experiment was relatively low, which means that this could just be an artifact,
and not a real result. On the other hand, maybe the question about VR expertise was too
broad: given the large variety of devices and environments providing VR experiences, it is
difficult to know how subjects interpreted the question. Finally, this diversity of devices and
interaction methods that currently happens in the VR world maybe makes it difficult to take
advantage of past experiences with VR for our experiment: maybe the devices used were
very different, or maybe the interaction mechanisms and gestures were very different. In any
case, given the unexpected and potential importance of this result, it is worth exploring it in
more detail in future research.

7 Threats to Validity

7.1 Internal Validity

Internal validity is related to uncontrolled factors that can influence the causal relationship
between independent and dependent variables (Wohlin et al. 2012). In our case, it pertains
to:

e Subjects. We ensured that all participants had experience in different relevant topics
about programming using a questionnaire, focusing to recruit people with job positions
related to the software development (including academia and industry), reducing the
threat that they were not competent enough. Moreover, we asked for their experience in
the relevant topics to mitigate the threat that participants’ experience was not distributed
fairly. However, their training for the environment of their experiment (i.e.,Kibana or
BabiaXR) was not uniform, with persons participating in the VR experiment being much
less experienced in VR environments than on-screen participants in on-screen environ-
ments.

e Tasks. The choice of tasks may have been biased in favor of Kibana or BabiaXR. We
mitigated this threat by using Kibana dashboards validated by Bitergia, replicating the
same visualizations in the BabiaXR dashboard. Moreover, in the two environments, we
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have exactly the same tasks, so the level of difficulty was as similar as possible. We also
included tasks that put both modes at a disadvantage: Tasks focused on precision could
be easier on-screen, while tasks focused on locality could be easier in VR. Not controlled
aspects (e.g., the external environment of the BabiaXR scene) could have an influence
on the results as well.

e Training. In both environments (i.e., Kibana and BabiaXR) the text to be followed for
performing the tasks explains how the tool is used and how the interaction with the ele-
ments works. No participant had relevant previous experience with Kibana or BabiaXR.
Moreover, an optional tutorial about the first steps with the VR device was proposed to
them (a generic starter tutorial included in the Oculus Quest 2). This could balance a
bit the situation for VR participants, but given the extensive on-screen experience, this
would hardly make them more efficient. It remains to be investigated whether a practical
tutorial on how to interact with a VR headset could reduce the experience gap between
VR and on-screen, improving the correctness of VR activities.

e Fatigue and Learning Factors. The experiment design introduced a potential threat
related to the influence of fatigue and learning factors on participants’ performance. Due
to the sequential nature of the tasks, participants might experience fatigue as they progress
through the experiment, which could impact their cognitive abilities, attention, and task
performance. Moreover, the learning effect could influence participants’ performance
over time, as they become more familiar with the tasks and the specific environments.
The order of the tasks and the repetition of the tasks in different environments may interact
with the learning and fatigue factors, potentially affecting the validity of the results.

e Repeated Measures Design. The use of a repeated measures design, where partici-
pants are measured under different conditions, introduces potential threats to validity.
One potential threat is order effects, where the order in which conditions are presented
may impact participants’ performance or responses. To mitigate this threat, counterbal-
ancing was employed, ensuring that participants experienced the conditions in different
sequences. Another potential threat is carryover effects, where the experience of one
condition may influence participants’ performance in subsequent conditions. To address
this, appropriate rest periods were provided between conditions to minimize carryover
effects. Also, we analyzed the learning factor, mitigating the threat.

o Influence of Virtual Scene Design. The design of the virtual scene, including its structure
and photorealism, may introduce confounding variables that affect participants’ perfor-
mance and perception. Factors such as layout, color schemes, and object placement could
impact participants’ cognitive processes, engagement, and sense of presence. The level
of realism and visual design elements within the virtual scene may influence participants’
interpretation and interaction with the data. To mitigate this threat, we made efforts to
create a representative virtual scene, but variations in responses due to individual differ-
ences and preferences may still exist. Future experiments will address the influence of
virtual scene design as a potential confounding variable by carefully considering design
elements and gathering participant feedback to better understand and control for these
factors.

7.2 External Validity

External validity relates to the generalizability of the results of the experiment (Wohlin et al.
2012). In our case, it pertains to:
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e Sample Size. The number of participants in the experiment is somewhat limited, which
may affect the generalizability of the findings. Increasing the sample size would enhance
the statistical power and reliability of the results. However, it should be noted that the
current sample size is in the range commonly observed in similar experiments.

e Subjects. We employed a combination of convenience sampling and targeted recruitment
strategies to ensure subject representativeness. Convenience sampling allowed us to effi-
ciently gather accessible and willing participants. Additionally, we actively recruited
individuals meeting specific criteria related to job position and years of experience
in programming topics. This involved reaching out to professional organizations, aca-
demic institutions, online communities, and industry networks. Our aim was to achieve a
balanced mix of academics and professionals, ensuring diverse perspectives. By imple-
menting these strategies, we sought to mitigate biases and enhance the representativeness
of our subject sample.

e Target System. Another threat is represented by the choice of the projects: CHAOSS
and OpenShift. Participants did not know them in advance, except for one who knew the
OpensShift project as a “Beginner”. We cannot assess how appropriate or representative
CHAOSS and OpenShift are for the software development processes tasks we designed,
but the consistent variations in solutions for the same task in both VR and on-screen
environments signal that results could be extensible to other systems. Said this, our
experimental approach has been validated with experience and expertise from Bitergia,
so that we can be sure that the tasks are commonly performed in real, industry settings.

7.3 Contruct Validity

Construct validity refers to the extent to which the measurements or manipulations used in a
study accurately represent the constructs they are intended to measure or manipulate (Wohlin
et al. 2012). In our case, it pertains to:

o Time Measurement. To ensure accurate time measurement and mitigate potential inac-
curacies in task completion times, we implemented specific strategies in our experiments.
Firstly, a supervisor was present during each experiment run to record the time taken by
participants to complete tasks. This provided a reliable and independent source of time
measurement. Additionally, participants were instructed to verbally communicate their
task completion to the supervisor, serving as a double-check for the recorded completion
time. Moreover, the use of the Kibana and BabiaXR environments facilitated real-time
task completion without the need for manual recording on paper, particularly advanta-
geous in the VR environment where paper-based methods can be cumbersome. These
measures helped minimize any potential errors or delays in time measurement, enhancing
the internal validity of our study.

e Experimenter Effect. One of the experimenters is one of the authors of BabiaXR, which
may have influenced the experiment. For example, task solutions may not have been
graded correctly. To mitigate this threat, this author did not interfere in the experiment,
and if he had to interfere, the results were canceled. The experimenter built a model of
the responses based on previous experiments in the literature (e.g., (Wettel et al. 2011;
Romano et al. 2019)). Even if we tried to mitigate this threat extensively, we cannot
exclude all possible influences on the results of the experiment.
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8 Related Work

Visualization Visualization has a rich history, dating back to ancient times. It has been used
for exploration and communication of knowledge since the first known map in 6200 BC
and the first chart of star constellations in 134 BC (Friendly 2008). Throughout history,
visualizations have played a crucial role in understanding various phenomena. For instance,
visualizations have been employed to comprehend the spread of diseases (Snow 1856) and
analyze patterns of economic growth (Playfair 1822). The growing availability of data and
advanced analytical tools has further amplified the significance of data visualization (Friendly
2008; Liu et al. 2014).

Data within Visualizations Two-dimensional (2D) visualizations are widely utilized to rep-
resent data relationships and patterns. Scatter plots, for example, are commonly employed
to display the correlation between two variables, where data points are plotted on a Carte-
sian plane (Cleveland 1994). Line charts, on the other hand, are effective in depicting trends
and temporal variations in data (Few 2009). These 2D visualizations, among others, provide
valuable insights into the underlying structures and patterns within datasets.

Within the realm of information visualization, a specific research stream called InfoVis
focuses on developing highly effective visualizations for data exploration and communica-
tion (Munzner 2014). By employing a range of techniques and design principles, InfoVis
aims to enhance the understanding and interpretation of complex data. Through interac-
tive and visually appealing visualizations, InfoVis empowers users to explore data, discover
meaningful insights, and effectively communicate their findings.

Virtual Reality Use Cases Virtual Reality has been shown to facilitate discovery in domains
in which space plays an important role. For example in the field of brain tumors (Zhang
et al. 2001), perception of shapes and forms (Demiralp et al. 2006), paleontology (Laha et al.
2014), caves (Ragan et al. 2013), and magnetic resonance imaging (Chen et al. 2012). Data
visualization in virtual reality allows the use of multidimensionality for abstract analysis,
and even more so for large data sets.

VR Data Visualizations Regarding the VR and immersive data visualizations, there is exten-
sive prior work on the use of VR (Milgram and Kishino 1994; Skarbez et al. 2021) for
visualizing scientific data. Seismic, protein-docking, astronomy, and health care data are
examples of it (Kaiser et al. 2005; Anderson and Weng 1999; Djorgovski et al. 2013; Ibrahim
and Money 2019). Bryson (1996) highlighted the possibilities offered by VR for interaction
with complex phenomena and their data visualizations. The standard way to visualize is 2D
space, data visualizations in 3D (and VR) have been included in the literature with caution,
Munzner (2014) warned of unjustified 3D, and Few (2004) calls to “avoid 3D displays of
quantitative data”. At the same time, researchers are arguing for the benefits of 3D and VR
for data visualization. Some examples are following: Batch et al. (2019) focused on presence,
Jacob et al. (2008) focused on embodiment, Rosenbaum et al. (2011) focused on involvement,
and Garcia-Herndndez et al. (2016) in the aerospace engineering field.

More VR data visualizations can be found in the research literature. Donalek et al. (2014)
presented immersive and collaborative data visualization using VR platforms. Before that,
Bayyari and Tudoreanu (2006) presented that situational awareness in the visualization of
data benefits from immersive, virtual reality display technology because such displays appear
to support a better understanding of the visual information. More recently, Millais et al. (2018)
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presented a comparison between 2D and VR visualizations, suggesting that users feel more
satisfied and successful when using VR data exploration tools, thus demonstrating the poten-
tial of VR as an engaging medium for visual data analytics. Navigation in VR is another field
of research, Drogemuller et al. (2018) evaluated three-dimensional VR navigation techniques
for data visualizations and test their effectiveness with large graph visualizations. There are
other fields of study for data visualization, and Augmented Reality (AR) is one of them.
Olshannikova et al. (2015) presented an overview of research challenges and achievements
in the field of Big Data visualization, and Natephra and Motamedi (2019) explored data
visualization using AR, IoT sensors as data entry points.

Software Engineering and Visualizations The field of software visualization in virtual
reality (VR) remains relatively underexplored in research. Some early explorations in this
domain include the work by Young and Munro (1998), who investigated the use of VR
for software visualization. Another notable approach is Imsovision (Maletic et al. 2001),
which focused on C++ and introduced metrics that continue to be widely used in the lit-
erature. With advancements in technology, VR-based software visualizations have gained
significant attention. The concept of using a city metaphor in software visualization origi-
nates from Wettel and Lanza (2007), and this idea was further developed in the VR context
with projects like CityVR (Merino et al. 2017). Kobayashi et al. (2013) proposed a city
metaphor-based approach for representing software architectures, employing buildings to
depict packages and lines to illustrate dependencies between them. Building upon this work,
Yano and Matsuo (2017) expanded the concept by introducing additional indexes to capture
the characteristics of software based on its dependencies. Another noteworthy approach is
IslandViz (Misiak et al. 2018), which visualizes software architectures as islands and show-
cases package dependencies as relationships between these islands, using arrows to denote
the hierarchy of dependencies.

VR vs On-screen Comparing VR and 2D implementations is a state-of-the-art field. Raja
et al. (2004) used the CAVE (Cruz-Neira et al. 1993) for performing a pilot study with four
conditions and four subjects and found that the most immersed one had the best results in terms
of users’ ability for performing tasks. Millais et al. (2018) presented a 3D scatter plot and a
3D parallel coordinate plot to 16 subjects, half of them using a 2D screen. We also conducted
an experiment (Moreno-Lumbreras et al. 2021) for comparing the CodeCity (Wettel and
Lanza 2007) tool developed with BabiaXR in 2D screens and VR, finding that VR is more
effective (in terms of completion time) than 2D screens for these visualizations. Merino et al.
(2017) conducted a controlled experiment using 3D visualizations of the city metaphor using
a computer screen, an immersive 3D environment, and a 3D printed model. The authors
found that on-screen participants perceived the least difficulty to identify outliers; in terms of
completion time, the results show that VR participants were faster in resolving the program
comprehension tasks. Our study differs with this study, since in terms of completion time VR
participants were faster than on-screen participants. Riidel et al. (2018) conducted a controlled
experiment with 20 participants of the city metaphor, but using a different algorithm for the
layout. They compared as well VR to on-screen and found that on-screen participants were
faster in resolving the proposed tasks. This result does not follow the line of our study, since
both the type of metrics, as well as the data and the visualization are different and therefore
cannot be compared. Romano et al. (2019) conducted a controlled experiment where they
asked participants to perform program comprehension tasks with the support of the Eclipse
Integrated Development Environment (i.e., IDE) with a plugin for gathering code metrics and
identifying bad smells and a visualization tool of the city metaphor displayed on a standard
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computer screen and in immersive virtual reality, showing that VR participants were faster
than on-screen participants. Our results again are not in the line with those shown in Romano
et al. (2019), since our results do not show a statistically significant difference between the
on-screen and the VR environment.

9 Conclusions and Future Work

In this paper, we presented how we can replicate a real scenario that is used by a real company
for analyzing software development metrics in VR, using data visualizations in a dashboard.
First, we have presented on-screen dashboards, created by the Bitergia company with Kibana,
where software development process metrics are shown. Specifically, we have focused on the
timing of Issues and Pull Requests, where bottlenecks in software development are clearly
seen as well as community activity. These data are collected with GrimoireLab. Then, we
present our approach, BabiaXR, to represent the same dashboards but in a VR environment,
using the museum metaphor. Each of the Kibana graphs has been developed specifically for
BabiaXR, and can have two similar environments for a fair comparison.

We have conducted an experiment that included 32 participants from academia and indus-
try in which they faced 5 tasks, designed with the help of Bitergia, where details of the
software development processes were asked. The experiment has two systems, of different
magnitude. Participants faced a randomly chosen environment (BabiaXR or Kibana) with
data from a randomly chosen project and solved the tasks. Once solved, they faced the same
tasks in the other environment and system.

To verify the results, both accuracy (correctness) and efficiency (completion time) were
measured. In addition to these quantitative data, participants previously answered a demo-
graphic survey and subsequently a feedback survey to obtain qualitative results. The isolated
tasks in which the VR environment show better results have been analyzed in order to iden-
tify what sections of these make the results better. It is of great importance to isolate what
benefits the VR environment brings to solve certain tasks, study the characteristics and be
able to create a dashboard where everything is favorable and to be more efficient and effective
in VR. A future experiment would be of interest to verify the impact of the changes.

The objective of the experiment is to compare which environment (VR or on-screen)
allows for a more accurate and faster solution to tasks. After analyzing the results, we have
seen that the correctness results are very good (above 80% on average in all tasks) regardless
of the sequence. For time data (completion time), the results show that as participants solve
tasks, responding times improve, especially in the second round. So we can conclude that
the BabiaXR environment is at least as good in terms of correctness and completion time as
in Kibana, the on-screen environment.

The qualitative results show that participants feel more comfortable and find it easier to
solve tasks in the on-screen environment, mostly due to the habit of using it. Instead, they
have a similar perception of speed in solving tasks in both environments. This suggests that,
as the use of VR becomes more common, these results may improve and even exceed those
obtained for the on-screen environment. In general, the experiment has been perceived as
easy for all participants. In addition, the qualitative feedback gives us a good basis for future
work to improve the 3D approach by improving the interface, the environment in which the
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graphs are displayed, performance, and other visual details to make the interaction more
comfortable for the user.

Replication package

The data and the analysis obtained for our experiment, and the materials needed to reproduce
the experiment are available in the Replication Package.'”
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