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Abstract

Congestion problems are becoming increasingly acute iryfBaropean and American
airports and air sectors. To protect Air Traffic Control (ATitom overload a planning ac-
tivity called Air Traffic Flow Management (ATFM) tries to doipate and prevent overload
and limit resulting delays. When the traffic expects to egdbe airport arrival and depar-
ture capacities or the airsector capacity a delay in thetflgtival (so called-congestion)
occurs. The casuistry to be considered in this field is vetgresive. In general, most
references to be found in the literature written some yegosrafer to the simplest mod-
els, those which do not take into account airsector. This isecause this work was first
studied in USA, where only the problems of congestion inaigp basically occur. In
the paper we present a state-of-the-art survey on the maimingation models encoun-
tered in the literature. They are classified as follody: Single-Airport Ground-Holding
Problem (SAGHR)The simplest of the methodologies of planning modellingl&d pro-
poses solutions to the problem of deciding the optimal ptamfor an arrival airport.(2)
Multi-Airport Ground-Holding Problem (MAGHR)n this methodology the field of work
is extended and the inter-relationship which exists betmdiferent airports is included.
(3) Air Traffic Flow Management Problem (ATFMP)his methodology attempts to solve
real situations that are much more complex than those wtdohbe dealt with using the
previous methodologies, since the air sector capacitysis ebnsidered.(4) Air Traffic
Flow Management Rerouting Problem (ATFMRPhis methodology considers the more
realistic situation where the flights can be diverted taraliive routes(5) Air Traffic Flow
Management Rerouting Problem (ATFMRP) with uncertaifitye ATFM problem is espe-
cially sensitive to changes in capacity. This leads to gdizerthe previous methodologies
and to include generic uncertainty for these possible @sfaen changes in the parameters
of the model, making way for stochastic methodologies. Typs of problems are the most
difficult ones, but alas the realistic ones.

1 Introduction

Congestion problems are becoming increasingly acute inyrBamopean and American air-

ports and air sectors. To protect Air Traffic Control (ATC)rim overload a planning activity

called Air Traffic Flow Management (ATFM) tries to anticipadnd prevent overload and limit
resulting delays. When the traffic expects to exceed thedigsrival and departure capacities
or the airsector capacity a delay in the flight arrival (sdexhtongestion) occurs.
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Additional cost caused by delays are substantial, and treguantified by a international
organization: for European airlines the total yearly delagt due to congestion was estimated
to be Euro 5.73 billion/year in 1999 and USD 10 billion/yeaedo ATC actions which generate
deviations from optimal aircraft flight profiles. 20 per cemthe flights in the European Space
were delayed in September 2000 due to ATC capacity contdraiBee Leal de Matos and
Powell (2002) [29] and Dell’Olmo and Lulli (2003) [31].

So, the air traffic in Europe and the USA has experimented antapular growth during
the last years (more than 50 per percent in the last 10 yeamsding to recent estimations)
and a 50 per cent traffic increase is expected by 2018. Formramadrid is predicted to
become the third busiest airport in Europe by the end of 28t2ording to EUROCONTROL,
the growth in air traffic expected during 2008 mean parts abpe’s air traffic control (ATC)
system reached capacity, leading to on-ground delaysgairésrat peak times of activity in the
busy summer months.

Air traffic delay due to difficult weather considerations Igaswn rapidly over the last few
years. According to FAA (2002), flight delays have increaBgdnore than 58 percent from
1995 until 2002, and cancellations by 68 percent, see NitichEel Ghaoui (2004) [52]. More-
over, the successive deregulations in the air traffic angtloes cutting in the air flights will
probably imply a sensible worsening of the current situgtas it was forsaw 15 years ago by
Bianco (1995) [20].

To alleviate this problem, in the 1970’s air traffic controlthe USA was centralized and
concentrated into one single organization with headgrsite Washington (The Air Traffic
Control System Command Center) which has mitigated the eingfathis increase in traffic
taking into account the air traffic flow planning in that coyntin Europe, where until the
90s, each country was responsible for the air traffic crgssaterritory, the problem is much
greater. While in the USA congestion problems are resttitdehe airports, since there are no
big problems in the airsector, in Europe the overcrowdingifector is more important and in
certain cases close to collapse. This congestion comestfrerdifficulty of coordinating air
traffic control in each country. In order to solve these peoid and avoid a worsening situation,
a European organization has been set up to manage air trafftcotin Europe (European
Central Flow Management Unit, CFMU) which depends of EURDQIJBOL. Leal de Matos
and Ormerod (2000) [28] describe in some detail the workieghmdology of the CFMU.

The actions taken by the CMFU cover the medium and short tathala not require any ex-
tension of existing infrastructures. They only represestnall part of the action required when
attempting to solve the problem. In general, the policigdiagble to finding solutions to this
problem can be divided into three main groups, accordingpéchiorizon under consideration
(to which various methodologies apply):

1. Long term (several years) includes mainly the constouaabif new airports or expanding
the existing ones, and an improvement in air traffic contohhologies which lead to a
reduction in the time needed to carry out different operatiand ensure a safe distance
between aircraft in flight. The increasing pressure exepiethe population living in
the vicinity of the airport facilities and stricter demarasthe environment, restrict to a
large extent the relevant action which should be taken. &eexample Stamatopoulos,
Zografos and Odoni (2003) [62].



2. Medium term (up to 1 year) includes a modification in fligharming by means of a
temporary redistribution of the same, diverting flights tiopeak times so as to avoid ex-
cessive demand periods. Included in this is the strategigagtactical planning carried
out by the CFMU.

3. Short term (24 hours) or tactical: in this case, the mdsta¥e actions are those which
apply to aircraft delays. These policies which are used macemore, of delay on the
ground, as opposed to those previously being applied regpdelays in the air, have
been introduced as a result of their lower cost in economitsafety terms. So before
the introduction of these policies, a flight received thehatization for take-off from
an airport when there was sufficient capacity there, regasdbf what might happen en
route or at the destination of that flight. It was not therefanusual that flights had to
be diverted or kept in flight around the destination airpathwhe consequent increase
in expenses and reduction in safety. With this new policyghfldoes not take off until
the progress throughout its journey is guaranteed and thesefficient capacity at the
destination airport. This type of short term problems isghibject of this paper.

The beginning of these policies goes back to 1973, when bngewith the first oil crisis
that air traffic management became aware of the scale of tidgm. So, the Federal Aviation
Agency (FAA) in USA adopted a policy consistent with delayitights on the ground before
departure in the event that their arrival could not be guaeth This change in policy, tending
to stop the endless increase in the number of aircraft flyingrad the destination airport, came
about through the rise in fuel costs which made delays inithra@ch more expensive. Initially,
the development of this policy was left in the hands of thdraiffic controllers who made the
decision, based on their experience as to which flights shbaldelayed and which could
depart. Later, advances in computer science and the appficd Operational Research to this
field have led to the development of assistance methoddagiech make possible to find the
ideal (or almost ideal) solution.

The objective of delays on the ground is to avoid delays ebggei the air by transferring
them to the ground. It is not always possible to calculatedted delay, especially in the case of
long-haul flights, as changes in conditions en route canramace the flight has begun its trip.
That is why monitoring the occupation of each airspace and period is necessary. Moreover,
the US Federal Aviation Administration (FAA) deployed im&2006 a tool known as Airspace
Flow Programs. For the first time this tool gives the FAA thdligbto control activity in
congested airspace by issuing ground delays customizezhtdr individual flight. Forty-four
uses of this tool during the summers of 2006 and 2007 readizezhefit of approximately USD
118 million [41].

Furthermore, owing to the fact that many of the aircraftswmed for consecutive flights,
whatever delay is decided for a particular flight affectstladl following flights programmed
for the same aircraft. What is more, commercial policies alidnces between companies
guarantee passenger connection on different flights whithdr complicates the problem and
multiplies the knock-on effect of a flight delay throughdug hetwork. See in Ball et al. (2007)
[12] a recent survey or air transportation irregular operat and control.

A High Level Group (HLG) on the Single European Sky (SES)xlekshed by the European
Commission reported its conclusions in 2000. The work wakettaken against a background
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of severe air traffic flow management (ATFM) delays. The masommendation of the 2000
HLG, which is relevant for our purposes, is that the airspstoeuld be managed for overall
efficiency as a "single continuum?” to optimize performanta &uropean level, optimizing the
route and sector designs and flexible use of airspace, untnog concepts as "free routing”.
The European Commission SES regulation 529/2004 defind<atttaal Airspace Blocks as an
airspace block based on operational requirements, reftgttte need to ensure more integrated
management of the airspace regardless of existing bowsdafiee EUROCONTROL (2008)
[32].

The purpose of this paper is to present a state-of-the-aregon the relevant mathematical
optimization models and solutions existing in the literatan the subject. There are different
ways of classifying the papers. We choose to classify th&svpublished in the open literature
according to the following categories:

1. Single airport / multiple airport / Air traffic flow managemt problem. Solving single
airport problems is easier than solving multiple airpoxlgems and this is easier than
solving air traffic flow management problems. However, thtetagives a better picture
of the problem than the other two approaches.

2. Air traffic flow management rerouting problem. This prables more difficult to solve
than the three previous problems but it gives a better mot@ithe real-life problem to
solve.

3. Flight cancellations.

4. Deterministic / stochastic planning. The latter typerfglems are more difficult to solve
than the deterministic problems but the capacity of thepaite (airports and airsectors)
can be reduced along the time horizon due mainly to weathatitons, so, uncertainty
is to be present in real-life problems.

5. Exact algorithms / heuristic algorithms. The exact athars give the mathematical opti-
mal solution, but very frequently obtaining the solutioquegres more time than allowed
in almost real-time circumstances. In these situations;isigc algorithms are the prefer-
able ones. They do not guarantee the optimality of the swiuiut usually the solution
offered by the different approaches is the optimal one, isratquasi-optimal solution, at
least.

6. Dependency in arrivals and departures.

The remainder of the paper is organized as follows: Sectigrd2voted to the main strate-
gies for air traffic flow management, section 2.1 is devotegrésent the basic model for Sin-
gle Airport Ground Holding Problem (SAGHP), section 2.2iesus the basic model for Multi
Airport Ground Holding Problem (MAGHP), section 2.3 pretsethe state-of-the art in Air
Traffic Flow Management Problem (ATFMP) studying the semimark of Bertsismas and
Stock (1998) [18], and section 2.4 studies the Air TraffiodrMdanagement Rerouting Problem
(ATFMRP), presenting the basic features of the BLO modet @Bertsimas, Lulli and Odoni
(2009) [16]) and the Deterministic Air Traffic Flow ManageméDATFM) (see Agustin et al.
(2009) [3]). (We will notice when the paper is treating fliglaincellations, stochastic planning
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and heuristic algorithms). Section 3 is devoted to studyutheertainty in ATFMRP , section
3.1 gives the motivation, section 3.2 presents the mainaeqscof stochastic optimization,
section 3.3 gives the features of the stochastic problemademand section 3.4 introduces
our Stochastic Air Traffic Flow Management (SATFM) modelggggustin et al. (2010) [2].
Finally, section 4 concludes.

2 Strategies for Air Traffic Flow Management

The casuistry to be considered in this field is very extenslwegeneral, most references to
be found in the literature refer to the simplest models, enwkich do not take into account
airsector. This is so, basically because the problem wassfuidied in USA, where, as previ-
ously mentioned, basically only the problems of congesitioairports occur. Odoni (1987)
[53] presents a pioneer work on flight planning in real timerimimize congestion costs.
The conceptualization of this first methodology in airpodnming modelling is fundamen-
tal in the methodologies developed subsequently. A taxgnofrthese methodologies dis-
tinguishes between Airport planning considering one siregtport (SAGHP) and a group of
airports (MAGHP), airport planning which considers alsoiaas airsectors (ATFMP) and in
addition provides alternative routes for flights where ¢hsrcongestion (ATFMRP).

From another point of view, the methodologies for Airporafitting modelling are divided
into Static methodologies and Dynamic methodologies, @icog to how the airport capacity
is viewed for individual periods or in groups of periods fogigen planning horizon, respec-
tively. Finally, the methodologies can be classified as Deitgistic methodologies (where it
is assumed that all the data referring to take-off and lajpdapacity in the airports and air-
sector capacity are known, that is, variable weather cmmditare not taken into account) and
Stochastic methodologies (where variable weather camditare considered and therefore the
variability of the above mentioned capacities is considéo®.)

2.1 Single-Airport Ground-Holding Problem (SAGHP)

The simplest of the methodologies of planning modellingl&d proposes solutions to the
problem of deciding the optimal planning for an airport,itekinto account the limitations

with regard to the number of landing and take-off operatitwas can be carried out within the
time units. This strategy has been applied at some Italipo#ds, following studies by the team
lead by Bianco (1987 and 1995) [20, 22], the Boston Logaroaidpy Andreatta and Romain-

Jacur(1987) [10], Andreatta, Odoni and Richetta (1993pf8] Richetta (1995) [57], and the
Frankfurt airport by Platz and Brokof (1994) [55]. Other Apgtions have been made by the
Institute of Flight Guidance for airports in Germany, whossults can be seen in Volkers and
Bohme (1995) [67]. The problem is partially solved by sptoes networks in Zenios (1991)

[73]. Arrival sequencing and scheduling for the static das®eodeled in Bianco et al. (1997)

[21]. Deterministic formulations which have been efficlgritnplemented in USA airspace

are proposed in Hoffman and Ball (2000) [39]. See also Riahatd Odoni (1993 and 1994),
[58, 59], Terrab and Odoni (1993) [63] and Ball et al. (1998][

In most of the optimization models developed to manage Hireerations, arrivals and



departures are treated as independent variables, i.eauthber of flights to take off does not
depend on the number of arrivals at the same time period. chn ifais a strong assumption
in most of the congested airports, where many interacti@t&/den arrivals and departures
take place. DellOlmo and Lulli (2003) [31] face the probleifinding the optimal trade-off
between the number of arrivals and the number of depart@sier to reduce a delay function
in SAGHP, by using a more realistic representation of theaatrcapacity.

Since it is safer and less expensive to absorb delays in thengras we have commented
above, many models have been developed to assign grounitdmldelays optimally. Still,
the undeniable fact remains that airborne delays cannaitbiytavoided. Ma, Cui and Cheng
(2004) [49] present a model based on multicommodity dynametevork flow for short-term
air traffic management, where ground and airborne holds argmzed under sudden airport
capacity reduction.

A dynamic stochastic optimization based approach is pteddsy Mukherjee and Hansen
(2007) [51] for SAGHP, where ground delays assigned to f#ighn be revised during different
decision stages, based on weather forecasts.

A Constrained Satisfaction Problem algorithm is proposettilissi and Li (2006) [42] for
the capacity allocation problem.

The basic SAGHP model [9, 63] assumes that the capacity gfivikea arrival airport, say,
is a deterministic function of time, known in advance withtaaty. Besides this deterministic
characteristic, un unlimited capacity in the departur@ais and airsectors is assumed, so,
no alternative routes are considered, nor the flight spetakén into consideration. Arrival
advances in the schedule are not allowed. Additionally,ardinued flights are permitted. The
time horizon consists df time periods, and an extra time peridd- 1, whose capacity is large
enough to allow the arrival of any number of flights (e.g., ghtiperiod where any number of
arrivals can be accommodated); it is the way to treat caatoet flights. No airlines preferences
are considered on how to allocate the ground holding of tghat#i

Sets

F, setof flights

7T, setof time periodg1,...,7}, where7* =7 U{T + 1}.
Parameters

rr, scheduled arrival to airpoktfor flight f,Vf € F.
¢, ground holding delay time unit cost of fliglt v/ € F.

R, arrival capacity of airpork at time period, Vt € 7 for the given scenario.
Variables

x} 0-1 variable such that its value is 1 if fliglitis planned to arrive to airpottat time period
t and, otherwise, itis zer®,f € F,t € 7.



Model

The pure 0-1 model to obtain the planned arrivals of the fliglttairportc to minimize the
total ground holding delay cost is as follows:

Objective function
minz Z cjfx? (1)

fEFteTH|rp<t

Constraints
Y ah=1 VferF 2)
tET‘HT’fSt
Y ah <R WteT (3)
ferx
ah €{0,1} VfeFteT |ry<t (4)

The model is the typical Generalized Assignment Problemmahical problems can be
solved by using standard GAP and Min Cost Flow algorithmse Téported computational
results in [63] show that, even for this simplest model,dssgvings in the total delay cost could
be achieved by assigning the available arrival capacitgraleg to the solution provided by the
model.

2.2 Multi-Airport Ground-Holding Problem (MAGHP)

In this methodology the field of work is extended and the inégaitionship which exists be-
tween different airports is included. The objective cotsstd finding a planning adapted to the
limitations of the capacity imposed by the infrastructuseailable at each airport (simulating
various alternatives of the said infrastructures). A dyigaoptimization taking multiple airports
and flight connectivity into account is presented in Wan@®()970]. Several applications have
been made, so we find works by Andreatta, Brunetta and Glaagifi94) [8], and Brunetta,
Guastalla and Navazio (1996) [23] for different problemmadated at the Pseudo Official Air
Guide Generator at the Drapper laboratory; and Burlingana. €1994) [24] from MITRE
Corporation for FAA data. See the works of Vranas, Bertsiauad Odoni (1994a) [69] for
the static case and Vranas, Bertsimas and Odoni (1994b¥d68)e dynamic case at Boston
Logan airport.

See in Gilbo (1993) [35] a methodology that considers therdependence between take-off
and landing capacity in airports.

The performance of some of these mentioned models are ¢évdloa a set of seven test
instances in Andreatta and Brunetta (1998) [7]. Three &lyos proposed in the literature for
the multi-airport ground holding problem are compared. yTéwealyze the model presented in
Vranas, Bertsimas and Odoni (1994a) [69] where congessionly caused by insufficient ar-
rival capacity, since infinite departure capacity is assimd@e second model to consider is due
to Andreatta and Tidona (1994) [11] that has no longer a needdntinuity constraints since
include this factor on the number of variables (it then beestarger than the other models).
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Finally, they consider the model due to Bertsimas and Stb8R4) [17]. The main advantage
of this model is that the 0-1 variables are interpreted infeedint way, they take value 1 if
and only if flight f has arrivedby time, i.e., it arrives at time or earlier. These tree models
have considered airport capacities and continued flights tlae objective function consists of
minimizing cost delay time units.

Zhang et al. (2007) [74] have developed a co-evolutionanyeBe Algorithm for MAGHP
and validated it with real data from Beijing, Shangai and @rou ATC Centers of the Civil
Aviation Administration of China.

The basic MAGHP model [68] assumes that the departure andlacapacity of the air-
ports are deterministic functions of the time, known in atheawith certainty. Besides these
characteristics, it is assumed an unlimited capacity iraiheector, so, no scheduled or alter-
native routes are considered, nor the flight speed is takercansideration. The upper bounds
on the ground holding and air delay are unlimited and theravep the way for considering
even partially flight cancellations. Notice that a flight @ntinued e.g. if the related aircraft
will also perform the continuation flight along the time hmmn. It is assumed that treack
time for a continued flight is known, such that if the flightiees at its destination at most
slack time periods late, then the departure of the contiondlights not affected; otherwise,
the ground holding delay of the continuation flight is theatqground holding plus air) delay
of the continued flight minus the slack time, at least.

Let us use the same notation as before, except when othatwasxplicitly stated.

The mixed 0-1 model (that obviously can be converted in a putenodel) is as follows:

Input sets

K, set of airports, by independenty= K¢ U K¢, wherek? is the set of departure airports and
K is the set of arrival airports. Note: An airport usually beds to both sets.

Parameters

dy € T, scheduled departure time for fligitVf € F.

ry € T, scheduled arrival time to its destination for flightvf € F.
c$, air delay time unit cost of flight, Vf € F.

c, ground holding delay time unit cost of fligft vV € F.

k;}l, departure airport for flight,vVf € F.

k$, arrival airport for flightf, v f € F.

Gy, maximum ground holding time units delay for flightvf € F.

Ay, maximum air time units delay for flight, Vf € F. Notice that the maximum time allowed
for flight f to be in the air has the expression— d; + A;.

s¢, slack time of the aircraft after flight, vVf € F.



D!, departure capacity of airpoktat time period, Vi € IC, ¢t € T for the given scenario.

R:, arrival capacity of airpork at time period, Vk € K, ¢t € T for the given scenario.

Calculated sets in preprocessing

T/, set of feasible time periods for the departure of flighsuch thafl{ = {t € T|d; <t <
min{df + Gy, Ty} L,VfeF.

77, set of feasible time periods for arrival of flight such thatl’y = {t € T|r; <t <
min{rf + Gf + Af,T}}, VfeF.

Variables

u?, 0-1 assignment decision variable, such that its value igdleideparture time period from
airportk:? is time periodt and, otherwise, itis zerd,f € F,t € T.

v%, 0-1 assignment decision variable, such that its value igteifurrival time period to airport
k$ is time periodt and, otherwise, itis zero,f € F,t € 7.

gs, delay decision variable that gives the number of time peridelay in ground holding for

flight f,Vf € F.
ar, delay decision variable that gives the number of time perdelay in the air for flightf,
VfelF.
Model
Objective function
min Z(c?uf + cjuy) (5)
feF

Constraints

Y uy<D, VkeKteT (6)
feF|k{=kteTf
> vi<R, VkeKteT (7)
FEF K=k teTs
Y uh=1 VfeF (8)
tede
dvi=1 VfeF (9)
teTf“
gr =Y tub—d; VfeF (10)
teTf



ap =Y th—r;—gr>0 VfeF (11)

teTfa
gp+ap —sp <gy Y(f,f)eC (12)
u?,v;E{O,l} VfeF.teT (13)

The objective function (5) gives the minimization of theaiogground holding and air delay
for the flights. Constraints (6) and (7) force the satistacbf the capacity of the departure and
arrivals, respectively. Constraints (8) and (9) ensurédRkactly one departure and one arrival
will occur for each flight. Expressions (10) and (11) define ¢ihound holding and air delays,
respectively. Constraints (12) are the coupling constisaihhey transfer an excessive delay of
flight f’ to its next flightf for (', f) € C. Notice that if flight f’ arrives at its destination with
a total delaygy + ap which is greater than the slask/, then the next flight will have to be
delayed in the ground; + a; — s time periods, at least.

2.3 Air Traffic Flow Management Problem (ATFMP)

This methodology attempts to solve real situations thatnaweh more complex than those
which can be dealt with using the previous methodologiess iBtdue to the fact that the previ-
ous strategies are only applicable in situations that &mesgiently in USA where the problems
of congestions are confined to airports. In Europe the situé critical in the airsectors too and
this has motivated some research teams to consider modiels priovide acceptable solutions.
The literature contains few works on the study of this mo@&lpni (1994) [54] defines and
identifies some of the major issues for this problem and sstgigeision support needs, mostly
based on the USA situation. Also we draw attention to the vbgrBertsimas and Stock (1998)
[18] for the great impact it has made and the results obtainedhich a mathematical model
is proposed for the study of air traffic flow management pnoblBoth the theoretical results of
this work and the practical application to real cases pairthé advantages of these models as
opposed to others used in the literature. Specifically, tisgygenuine data which derives from
Boston Logan, NY La Guardia, Washington National airponts a fictitious airport which rep-
resents the outside world. For problems involving more th@@0 flights, optimal planning is
obtained in really impressive computing times (less thamlif@utes, with 1994 optimization
algorithmic and computer technologies). We should alse tio¢ work by Alonso (1997) [4]
in which the goodness of this model is also proven and whereg Eeries of simulated cases,
solutions were obtained in less than 3 minutes, using a patsomputer. See also Koepke et
al. (2008) [44].

Solutions to the slot allocation problem are provided byfeedint approach in Barnier et
al. (2001) [15]. See also the methodologies proposed by el€1992) [38], Lindsay, Boyd and
Burlingame (1995) [47], Hoffman and Ball (2001) [40], anciér et al. (2007) [33], among
others. ToSic and Babi€ (1995) [64] and (ToSic et a@98) [66] dealt with this problem, where
they presented a heuristic approach.

Geng and Cheng (2007) [34] present an integer programmisgcbaethodology to deter-
mine the routes open to certain users during given time @ggrio

In 2003, Dell’Olmo and Lulli [31] treat the ATFMP in a free flig scenario. In this sense,

10



they also consider a network but with no fix routes, i.e., tighflcan follow any link of the
network where times is the only important issue, i.e., arjust in time, not after neither before.
Each aircraft has a minimum, a maximum and a preferred fighe to travel in an arc. The
model offers the possibility of considering airport capyacDnce again, the objective function
is to minimize a cost function, included by the cost for fligitival lately and early, and cost
for the flight deviation from its preferred speed. Since flisction is a nonlinear one, the
computational time is very high, even if it does not consilEFMP features as sectors capacity,
continued flights, etc.

Ball et al. (2003) [14] present a stochastic approach fapidication to the ground holding
problem in air traffic flow management under CollaborativeiBien Making, see also Kotnyek
and Richetta (2006) [45]. There is much research on this@noin recent years, let us mention
a few works: first, Dell’OImo and Lulli (2002) [30] present aw methodology for solving the
ATFMP, based on a two-level hierarchical architecture, Hrad goes a step forward letting
the introduction of some aspects of the so-called Free Elighlli and Odoni (2007) [48]
presented a model with ground and airborne holding, and she@womplex nature of European
ATFM solutions, and the benefits that can be obtained by malg@ssigning a more expensive
airborne holding delay to certain flights. In a different e, see Waslander, Raffard and
Tomlin (2007) [72] to explicitly incorporating airline pierences in ground holding policies
due to weather disruptions. And, in the end, Krozel, Jakdb@nd Penny (2006) present in
[46] a routing and scheduling algorithm for ATFMP includiggound delays, route selection
and airborne holding, aligning with a Collaborative DesisMaking philosophy.

The basic ATFMP model [18] assumes that the airport capdartgeparture and arrivals
as well as the airsector capacity are deterministic funstiof time, known in advance with
certainty. No alternative routes are assumed, nor the fighed is taken into consideration.
Cancellation is implicitly considered, but no big decisam it can be made. Flight continuation
is allowed, such that a turnaround time is given for the cared flight (i.e., the time slack
between the arrival of a flight to an airport and the departirgiven flights from the same
airport). Let us use the notation as above, but the followaiddjtional notation is needed.

Input sets

J, set of sectors under consideration, where the departurarandl airports are included.
Py, path of flightf given by a set of ordered sectov, € F

Parameters

N;, number of sectors in the path of fligfitVf € F.

P(f,1i), theith sector in the path of flight and, soP; is the ordered set of sectors in the path
of flight f, such thatP; = {P(f,4),1 <i < N;},Vf € F. Note: k4 = P(f,1) and
kG = P(f, Ny).

¢r;, number of time periods that flight must spend in sectgr, Vf € F,j € J.

Sj, capacity of sectoy at time period, Vj € J7,t € T for the given scenario.

Calculated sets in preprocessing
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Tj

7, setof feasible time periods for entering flightn sectorj, such that

TI={t e T|I} <t <min{T}+G;+A;, T}Y} VfeF,j=P(fi),1<P(fi) <Ny,

Whereﬂ; denote the scheduled arrival time period for flightb sectorj, such that it can
be expressed

Th=di+ Y Uy VfEF,jEP,

J'=P(fi)1<j

Let Ti; denote the latest time period in §§t
Variables

x}j, 0-1 assignment decision variable, such that its value idlight f arrives at sectof by

time periodt and, otherwise, it is zerojf € F,j € J,t € Tfj Notice thatxjfj =1
means that the flight arrives to the sector at time petiodearlier. This type of variable
makes the model much tighter than the variable where it tddeearrival of the flightat
time periodt.

Model
The pure 0-1 model is as follows:
Objective function

mmz —c}) Z t(x;k? - flcd) + ¢f Z t(x?k; — xﬁ%) + (cf —ch)dy — cirr] (14)

fer teT} teTk”

Constraints

Y (-2 ) <Dy VkeKteT (15)
feF|k{=kteTf
Yo (@h—ay ) <R VkeKteT (16)
FEF|KG=kteTf
> (2% —24y) Yje T\K'\K*teT (17)
f€f|P(f,i):j,1<z'<Nj,P(f,z'—i—l):j’
P =l <0 YfEF i< Npj=P(fi).j =P(fi+1),teT}  (18)
r A . . i
ol =2l <0 Yfe FLj=P(f.1).5' = P(f.Ny),t € T} (19)
2T <0 V([ f) €C,t € T}, wherek = k% = kS, (20)
dhy—2'5 >0 VfeF,jePLteT] (21)
=1 YfeF jeP 22)
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ah; €{0,1} VfeF jePteT] (23)

Objective function (14) minimizes the total (ground holglplus air) delay. Constraints (15)
ensures that the number of flight departures from each aidwas not exceed the departure
capacity at each time period. Likewise, constraint (16uemshat the number of flight arrivals
to each airport will no exceed its arrival capacity at eaaotetperiod. Constraints (17) ensure
that the number of flights at each time period in each air segitib not exceed its capacity.
Constraints (18) forces connectivity between sectord) that if a flight arrives at sector, say
by time period +¢;, then it must arrive at sectgiby time period, at most, wherg and;’ are
consecutive sectors in the path of flight Constraints (19) ensure that the air delay for flight
f does not exceed its upper boudd. Constraints (20) forces connectivity between airports to
handle the cases where a flight is continued. Constrainjg@&des time continuity such that if
a flight arrives at a sector by time period say t (iax%, =1) thenxjﬁj = 1 for all later periods
(¢ > t). Constraints (22) forces that all flights depart from thpatéure airport, go along the
sector path and arrive to their arrival airport by the lagebhissible time period.

Model (14)-(22) has been a breakthrough in the open litezadfiair traffic flow manage-
ment.

2.4 Air Traffic Flow Management Rerouting Problem (ATFMRP)

A very common application in daily operations is to divergffiis. Given the implications that
these decisions can have for the entire airport networkdésggn of new methodologies has
been necessary, whereby the impact of diverting flightskisrtanto account. Within this field
of study, we draw attention to two works by Bertsimas and ISttte first one in (1998) [18]
on the Boston Logan, NY La Guardia and Washington Nationgloais, and the second one
in (2000) [19] where they present a dynamic network flow apphoand address the problem
of dynamically rerouting aircrafts; and those by ToSi@kt (1995) [65], and Leal de Matos,
Chen and Ormerod (2001) [27] for a selection of Europeareo{lberian Peninsula - Germany,
Iberian Peninsula - Italy, Balearic Islands - Germany )esee also Leal de Matos and Powell
(2002) [29]. More recently, Ma, Cui and Cheng (2004) basei tinodel on multicommodity
dynamic network flow for short-term air traffic flow managerém [49]. Obstacle avoidance
using the linearized constrained Uninhabited Aerial ighitynamic has been modelled by
Richards and How (2002) [56].

Dell’OImo and Lulli (2003) [31] present a two-level hieraical architecture for air traffic
management problems to be solved by mathematical modeésfirBhlevel represents the air
route network, and its solution provides the air traffic flasvseach arc of the network. This
level interacts with the second one which represent a saighay and its own air traffic flows.
This later model allows to assign air traffic route to eachhtlignd to optimize the airsector
capacity. Both exact and heuristic algorithms are provided

Whatever policy is applied, the possibility of flight caraéibn should explicitly be con-
sidered. The methodologies including this strategy hasecety been studied in the literature.
Alonso (1997) [4] presents some approximations to the prablSlot-exchange mechanism for
inclusion within the Airspace Planning and Collaborativeci3ion-Making Model is proposed
in Sherali et al. (2006) [60]. Soomer and Franx (2008) [6&ent an heuristic taking the pref-
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erences of the airlines in collaborative decision making. e&aluation between heuristic and
classical optimization algorithms for managing traffic regented in Jakobovits et al. (2007)
[43]. See also Lindsay, Boyd and Burlingame (1995) [47].

Lulliand Odoni in 2007 [48] propose this problem in the Ewgap environment, since they
assume critical differences with the current systems in US#d so, they get a harder problem
since in Europe sector capacities have to be consideredefbne they get a deterministic and
dynamic model to compute the cost of ground and air delayiseoflights. Also all these flights
are scheduled as the sector they visit in the route for eguspieed travel. And then, they will
get results of the model when consider just one sector oopustdestination airport. See the
nonseparable ground holding and air delay cost function.

Recently, Bertsimas, Lulliand Odoni 2009 [16] propose a ehtitht covers all the phases of
each flight defined above, i.e., ground and air delay, rargutontinued flights, cancellation,
etc. As in Bertsimas and Stock work [18] routes are given leydider of cross sectors and
the travel time units in a sector is only consider as a lowemblo They address problems of
size comparable to the entire USA, and their computatiansg are very good. They use
the objective function from [48] to minimize the ground hiolgl and air delay that in a clever
way prioritizes the first one over the second one. Also, Ghiliy¢ ovell and Ball in 2009 [25]
propose a more complete work based on the work [16]. Theydchirspace volumes in place
of sectors and a more extensive method of enforcing aircaafhectivity. However, they find
additional questions about defining the capacity of suchmels, as well as the entry and exit
points used by the flows. Unfortunately, aircraft connestimdds additional set of decision
variables on the base model. Therefore, the proposed éxtengroduces several difficulties.

The model proposed in Agustin et al. (2009) and (2010) [1 d8fiteonally considers min-
imum and maximum travel time unit between each two waypahthe route. And, so, we
force that the air delay will be share along the completeerauntd not just in a short distance.
The basic ATFMRP model that we will denote it as DATFM (Detenistic Air Traffic Flow
Management) is as follows:

The airspace can be represented as a collection of diragbegiaphsi; = (NV;, Af) where
N; are the nodes (airports and waypoints) for flighand.A4; are the directed arcs intercon-
necting the nodes for flight. Since we are taking into account rerouting, i.e., flightould
have more than one route to choose, we will denote the nodkaras in the scheduled route
asN} C Ny and A; C Ay, respectively. Note that botN; = Ny and A} = A; when the
flight f has just one route to follow. And since we deal with subgrapbsan define the sets
of incidence arcs for a given nodeand a flightf as follows:

In-going incidence set: I';(n) = {m/(m,n) € As}
Out-going incidence set: Ty (n) = {m/(n,m) € Ay}

Since the airspace is divided into sector we can also dﬁﬁjﬁas the nodes in sectgrfor
flight f. Also note that there is always, at least, one border nodetween two consecutive
sectors, say’ andj. Therefore, we will definezé\/JZJr and/\/;" the incoming border nodes to
sectorj and the outgoing border nodes from segtarespectively, for flightf as follows:

In-coming border node set 7" = {n/n e N}, T;(n)¢N{}
Out-going border node set N7~ = {n/ne N}, Tj(n) ¢ N7}
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Notice thatl"; (n) ¢ /\f} means the set of ar¢s:, n) whose ending node is nodec NJ? and
the origin nodes do not belong to the same segtae., the set of in-going arcs in the sector
to whom noden belongs to; in other words, is a border entering node in secgoand (m, n)

is an in-coming arc to sectgr Similarly, notice also thaf ; (n) ¢ N JZ means the set of arcs
(n,m’) whose starting node is noaeand the ending nodes do not belong to the same sgctor
where by the other statement /\/]Z, i.e., the set of in-going arcs in a different sector to whom
noden belongs to; in other words, is a border exit node from sectgr

Let the following additional notation to the notation usedthe previous models and above.
Input parameters

k¢, departure airport for flighf, Vf € F.

q(k), node from the boundary of airpattfor the departure of any flight/xC € K<,
k$, arrival airport for flightf, v f € F.

p(k), node from the boundary of airpattfor the arrival of any flightyC € K.

Cimn: (m,n) € A, scheduled travel time (i.e., number of time periods) forflig to arrive
at noden throw arc(m, n) in the air sectoryf € F, (m,n) € Ay. (Note:ﬁf,k?,q(k?) =

lagf,p(k?),k? =1 andrf = df +( Z):A ff,m,n)'
m,n)eE }

L mms {f.mn Minimum and maximum travel time (i.e., number of time pesipfbr flight f
to arrive at node: throw the arc(m, n) in the air sectoryf € F, (m,n) € As. Note

tha'[fﬁmm S fﬁmm S _gf,m,na but a|SO£f7k?’q(k?) == Ef,k?,q(k’?) == Ef,k?,q(k?) == 1 and
Lrpayks = Loty = Lrpes) kg = 1.

't € T, scheduled arrival time to nodefor flight f throw the initial route wherém, n) € A3,
. k¢ k4
Le.,m,n e Ny, Vf e F. (Noteiry =dys, v} =1 + L, andr, =rg).

¢, cost of flightf to arrive at node: at time period, Vf € F,n € Ny \ {k{},t € T}". Note:
It is zero if the arrival is on schedule. Additionally, it caccommodate the objective

functions coefficients from Bertsimas, Lulli and Odoni (20(16], sincecl;z can denote
the delay cost of flighf for the total numbe(t — r;) of time units (ground, holding, air,
rerouting) delay. A scheme is proposed for obtaining thi,csuch that it igt — r;)!*<2

(wheree; > 0 is a given parameter), beirtﬁfzz = 0 for ¢t < r;. Additionally, cl;z can
denote the reduction cost of ground holding delay of fligtior the numbert — d;) of
time units delay. A scheme is proposed for obtaining thisicédn cost, such that it is

d
(t—dy)tre2—(t—d;)'** (where0 < €; < €2 is a given parameter), beirzu@{ fort < dy.
Notice that, by combining both costs, the resulting codtéstbtal delay time units minus
the reduction time units due to the the ground holding bothetotal delay price, plus
the ground holding cost at its own price. In this way, botht@®g not accounted for
separately as it happens in alternative schemes. See beabfective function 07).
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¢§~, time unit cost of flightf in case itis on the air fewer time periods than scheduilg¢ds F.
It can be negative.

cf , time unit cost of flightf in case it is on air more time periods than schedwgde F.
¢, cancelation cost of flight, Vf € F.

m,n

c;"", cost due to the use of afen,n) in a route of flightf, Vf € F, (m,n) € A;. Note:
;"™ = 0 for the scheduled routen, n) € Aj.

Crmn @ndcy, . time unit costs of flightf if it spends fewer time periods and more time
periods, respectively, thaiy ,, , time periods on ar¢m, n), Vf € F,(m,n) € Ay.

Calculated sets in preprocessing

° T*’J’Z" set of feasible time periods for fliglftto arrive at node: through arqm, n):
e 7", the smallest interval containirig’; "
T = {I;”’",I?’” +1,... ,T}”’”}, VfeF, (m,n)e A

whereT';"" = min{t |t € 7"} andT}{"" = max{t|t € T;""}.
e 7, set of feasible time periods for fligltto arrive at node: through any arc:
e 7, the smallest interval containirig’;:

T ={T}, T} +1,....,T}}, VfeFne N\ {k}
where
Tt =min{t|t € T)}} = min{T}"" [m € '/ (n)},

T} = max{t|t € T}} = max{T;"" [m € T'; (n)}.

Note that, sinc&j; is an acyclic graph, it is possible to numerate the nodes thath: < n if
(m,n) € A; and the previous expressions can be calculated recursively

Variables

1, ifflight fis planned to arrive at node

on its flight path through the afen, n)

t . m,mn
Lfmn = by the end of time period vfeF (mn) € At €T,

0, otherwise

Notice thatz?!

frmmn —

= 1 means that a la Bertsimas-Stock flightarrives at node: through arc
(m,n) at time periodt or earlier. Notexr!,, . =0,Vt € 7 :t < T} andz,, = —

fimm?

VteT :t > T’”" Notice also that the models introduced in [16, 18 19] dg/mln5|der the
nodes, since the variable is represented hy;, .
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ozj[, oy, positive and negative time units difference, respectiegyween the actual and sched-
uled air trip lengths for flight, f € F.

0f s O7.mn POSItive and negative time units difference, respectiviatyween the actual and

scheduled air trip lengths in afe:, n) for flight f, f € F, (m,n) € AN\{(Kf, q(k$)), (p(K), k$)}.

Model
Objective functions

The objective function to be optimized can be included byed#nt terms, depending the
goal of the decision maker. In the following list some of #aésrms are represented. They can
be combined, with an appropriate weight to create a muiggilve function to be optimized:

0l1) Total cancellation cost:
k}l -,q(k}l)

c 1 Tf
Z cf( N xf,k%q(k?))

feF
Forci =1,V f € F, this expression represent the number of cancelled flights.

02) Cost of using each route.

> 2. x?;n
FEF (m,n)eAf

Notice that, since the scheduled routes have a zero petatizthis expression represent
the cost of using alternative flight routes.

03) Cost of the deviation of the actual arrival time from tiseeduled one at each node in the
flight route.
n t t—1
)IED DD DI D C P
FEF neNp\{k$} mery (n) teT;™"

Note that the deviation at node€k{) gives the ground delay, and the deviation at nble
gives the total delay (at ground and air) for flight

04) Cost of the deviation of the actual flight duration frore #theduled one at each arc in the
flight route.

Z Z (Cf m n(s;_m n + C;,m,né;,m,n)

FEF (mn)e Ap\{ (k2 a(kD). (p(k2).k%))

05) Cost of the deviation of the actual flight duration frore #theduled one.

Y (efraf + ¢ ay)
feF
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06) Number of flights exceeding the maximum allowed numbeimoé units of arrival delay
(due to ground and air delay or the use of alternative rousesgalled type 1 delay.

P(kf) kf

Z _ T’f+Mf
Ly, :v(k“) k¢ Ly, p(k$).k

feFr

Note that for each flight this difference takes the value ¥ dfflight is not cancelled and
it arrives at its destination al leasf, time periods later than it is scheduled in its initial
route.

07) Non-separable cost of delaying flightor (t—r) time units and the reduced cost obtained
by holding flight f in the ground for(t — d) time units.

k% k4

Foot o1 _ Fo(t _ il
Zf[ (Z) el (zfvp(k?),k? xf,p(k;%),k;) Zd ) Crt (xf,k?,q(k?) L p ket q(kd >)}
e p(k%).k k9 q(k
f tE’Z;f Ry tET*ff q( f)

Note that objective function 07) can be easily derived frdsjective function 03).

Capacity constraints

> () pgey — Tty) S DE VEET k€K (24)

FEFki=k €T} a(k)

> (@ pyse — Tppn) S B VEET kek®  (25)

feFkg=k,teTP*

fer nEN”mEFf() neN meFf()

Flight structure constraints

t+€ n,m t+z m,m
Soap < Yk, < > e Ve Fone Np\{k}, kit e T}

mEF}r(n) mel'y (n) mEF}L (n)

(27)
Tk?,q(k?) Tp(k?),k?
f f o
Tkt gty ~ Trppag =0 VS EF (28)
xjﬂ_ﬂi,n - xi‘,m,n <0 VfelF, (m, n) € Af,t € 'Z:]'}’n
(29)
Tmn = Tpma =0 V[ € F, (m.n) € At € T\ T
(30)
t t 1—sy < 0 C " T f,q(k ) 31
Lk q(kd) ~ L p(ke) ko V(f,f)eCte (31)
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)

t tHry—ds+Ay-1 kg .a(ky
Trrdad) — T rplks) kg <0 VieFtel (32)
Delay constraints
Z t(xl;”,m,n - xi”,_ni,n)_
te,z—fm,n
Do D e — )~
m’EF; (m) tg’]'fml’m
T"LJL _ a a
Cpamn® = O + 07 =0 Vf € F.(m,n) € A\ (kS a(kD), (p(k$). K$)}
(33)
t t—1
Z (T prg) g — xfm(k;),k;z)_
te?_fp(k?)yk?
t t—1
Z t(xﬁk?,q(k?) - xﬁk?,q(k?))_
k?,q(k?)
teT;
p(k§).kG

Bounds of the variables

0 mm €0, mm = Lymn) Vf € F, (myn) € A\ {(k},q(k})), (p(K}). k§)}  (35)
mm € 10 Crmn = Lymu) VI € F,(m,n) € A\ {(k}, a(k])), (p(k$), k§)} (36)
afp,a; >0 VfeF (37)

Thmn €{0,1} VfeF, (mn)e Aste ™" (38)

Constraints (24) ensure that the number of flights depatinoen airportk at time periodt
will not exceed its departure capacity at that period. Qaists (25) ensure that the number
of flights arrivals to airpork at time period will not exceed its arrival capacity at that period.
Constraints (26) ensure that the number of flights in airaecat time period will not exceed
its sector capacity at that period. Constraints (27) fooceectivity between nodes. Constraints
(28) ensure that a flight arrives to its destination if it dép&om its departure airport and vice
versa,; otherwise, the flight is cancelled. Constraints &) (30) force time continuity. Con-
straints (31) force connectivity between airports to hartdé cases where a flight is continued.
Constraints (32) ensure that a flight arrives to its destnatot exceeding its maximum time
on the air; otherwise, the flight is cancelled. Constrai&® €nsure that the difference between
the actual time length in a given arc along the flight route tuedscheduled oné(,,, ,,) gives
the positive or negative value, if the flight is not cancell€dnstraints (34) ensure the the dif-
ference between the actual flight arrival time and the actephrture time is equal, if the flight
is not cancelled, to the scheduled flight duration plus th&tpe or negative deviation on the
scheduled time. Constraints (35) and (36) give the rangthtodifference between the actual
time length and the scheduled one in any arc of the flight roQtstraints (37) ensure the
variables to be non-negative. Constraints (38) ensurdhibatvariables arg0, 1}.
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3 Uncertainty in Air Traffic Control

3.1 Motivation

The Air Traffic Management problem is especially sensitvelhanges in capacity. Goi et
al. (2009) [36] have clearly noted an impact from take ofbitiie sectors capacity and on
delays. But one common feature of all the presented metbgass is that they consider that the
capacity of the elements of the problem (airports and aiosggis perfectly well-established
at the start of the time planning horizon under considenatiBut a more realistic view of
the problem leads us to believe that this is not so, and tlmatigfnout the planning horizon
variations can arise in the capacity of the airports or aitas, thus invalidating the solution
proposed initially. These variations are usually due tongea in weather conditions and on
some occasions involve a decrease of more than 50 per cdrd gapacity of certain airports.
Richetta and Odoni (1993) [58], for the static case and Riatend Odoni (1994) [59] for the
dynamic case, present methodologies which deal with tledagtic case in SAGHP. A heuristic
simulation model dealing with stochastic regards is prieskim Wanke and Greenbaum (2007)
[71]. See also Grignon (2002) [37], Nilim and EI Ghaoui (2D(BR] and d’Aspremont et al.
(2006) [26], among others.

This leads us to generalize the previous methodologies@imtiude generic uncertainty
for these possible unforeseen changes in the parametéeswiddel, making way for stochastic
methodologies. These can also be static or dynamic. Thegoasdered to be dynamic if the
solution is updated throughout the planning horizon, atiogyto the situations that arise and
static if the solution holds firm from the start of the plarmhorizon. Clearly, in this latter case
stable solutions should be provided whatever the posssidiis may be.

In order to model this uncertainty, we can resort to stochagittimization. This methodol-
ogy allows us to represent the uncertainty by means of a missible scenarios that can arise.
Each of these scenarios has a weight according to the dgrthat the decision-maker has of
its occurrence, see [6]. In stochastic methodology, thetswol proposed must be such that all
scenarios are considered and that it does not depend on amf trem in particular. This kind
of solutions can consider different types of objective tiorts such as maximizing the expected
objective function value over the scenariog(tral risk, maximizing a composite mean-risk
function included by the expected objective function arelwieighted probability of maximiz-
ing the occurrence of scenarios whose objective functiduevia greater than a given threshold
(risk aversion and minimizing the difference between the value of the psagl solution and
the air traffic management solution value for each scenestmuét optimizatioh

As previously shown, in this case the uncertainty is caugepddssible variations that can
occur in the maximum capacity for take-off and landing gpaits, in the maximum amount of
movement in the air sectors contemplated in the model andehsity of flight traffic between
several airports, see Alonso, Escudero and Ortuno (2@)0) [

For each airport or air sector and each period of time, thefsat possible representative
scenarios that can arise is considered; this is charaeteby the different values that the ca-
pacity of the sector can take during the period of time caraid. A given weight is assigned
to each of these scenarios, representing the likelihoodmthie decision-maker associates with
the occurrence of the scenario that corresponds to a timygAgaairport capacity profile. See
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also Ball et al. (2003) [14].

A serious problem which arises is that the number of scesaonasidered grows exponen-
tially with the number of time periods. But even for a reduoednhber of periods, if the number
of scenarios considered in each time period is high, the finaiber of scenarios will be ex-
cessively large. The problem considered in this way caneatdalt with and it is necessary to
reduce the number of scenarios. Therefore, it becomessayds find at a compromise solu-
tion, so that without considering an excessive number aiates, neither very representative
scenarios nor those very likely to occur, will be eliminagtede Moeller, Romisch and Weber
(2004) [50].

Definition 1. A stageof a given time horizon is a set of time periods where the zatibn
of the uncertain parameters takes place.

Definition 2. A scenariois one realization of the uncertain parameters along trgestaf
the given time horizon.

Definition 3. A scenario groupfor a given stage is the set of scenarios with the same
realization of the uncertain parameters up to the stage.

Let the following notation related to the scenario tree tdob#t from the set of scenario
groups:

7T, set of consecutive stages along the time horizbn.= 7 — {|7|}, beingT the last stage
in the time horizon.

(2, set of scenarios.

R, set of scenario groups, so that we have a tree wRelethe set of nodes.

R;, setof scenario groups in stagdort € 7 (R; C R).

Q,, setof scenarios in group forr € R (€2, C Q).

t(r), time period to whom scenario groufbelongs to, for € R.

a(r), immediate ancestor node of nodéor r € R.

V., set of ancestor scenario groups to greumcluding itself, forr € R.

V", set of successors of scenario group

w,, weight factor representing the likelihood that is asseclavith scenario group, for r» €
R. Note:w, = > ., w*, wherew* gives the likelihood that the modeler associates
with scenariav, forw € Q, and} _w*=1and} _, w, =1Vt T.

3.2 Features of the type of stochastic problem to model

The type of problems that is proposed to solve is the air trdlidiww management problem
(multi airports and multi airsectors) at the level of aiftraith rerouting, flight cancellations
and continuations, with uncertainty in the airspace cdpadong the given time horizon, for
optimizing the expected value of the objective function.
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A summary of the main features of the model that we have inited in Agustin et al
(2010b) [2] that we will denote as SATFM (Stochastic Air TrafFlow Management) is as
follows:

e Optimizing the Air Traffic Flow Management with ReroutingoBtem (ATFMRP).

e Considering the uncertainty in the airport and sector aapas well as the flight demand
from the airlines, via scenario analysis.

¢ Allowing to advance in time the schedule of any flight, besittedelay it. Other models
only have this last feature.

¢ Allowing to know in which waypoints the flight has sufferedhse delay.

¢ Allowing lower and upper bounds on the time an aircraft cafiyaseg within two specific
waypoints. This feature avoids that the model allows an £siee delay in between both
waypoints that physically would be impossible to realizeheTcurrent models in the
literature do not consider this feature and, then, they nlaywaan excessive delay in a
small flight segment, something that perhaps the alloweddspéthe aircrafts does not
permit.

¢ Allowing a dynamic configuration of the sectors along thedtinorizon.

3.3 Stochastic Air Traffic Flow Management (SATFM)

Let the following addtitional notation to the one used in finevious models.
Input set

FT, set of flights operating under scenario groygsuch thatF” C F. This set is related to
the flight demand by the air companies, since they can cangleidlafter the schedule is
presented for reasons outside the own scheduling proposal.

Uncertain input parameters

Dj,, departure capacity of airpoktat time period(r) under scenario group Vk € K, € R.
Ry, arrival capacity of airpork at time period(r) under scenario group Vk € K,r € R.
S7, capacity of sectoy at time period(r) under scenario groupg Vj € J,r € R.

Variables

z% .. 0-1 variable a la Bertsimas-Stock [18], such that its vatug if flight f is planned to
arrive at noder on its flight path through the aren, n) by the end of time period(r)
under scenario group

o', a"~, positive and negative time units difference, respectjvbgtween the actual and

scheduled air trip lengths for flight under scenario group Vr € R, f € F" : t(r) =
(k$).k$

T

f
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5;;*, 4%, positive and negative time units difference, respectimyween the actual and sched-
uled air trip lengths in arém, n) for flight f under scenario group Vr € R, f € F" :

t(r) =T7"", (m,n) € Ap\ {(k}, a(k§)), (p(k$), k$)}.
Model
Objectives functions

The objective function to be minimized can be included byedént terms, depending the
goal of the decision maker. They can be combined, with ancgpj@te weight to create a
multi-objective function to be optimized.

0l1) Total expected cancelation cost.

Z Wy Z pi(1 - x;,k?,q(k?))
reR feFr:

t(r):T;f?’q(k?)

Forp$ = 1,Vf € F, this expression represent the number of flights cancelled.

02) Expected cost for using the arcs in the flights route fohe¢sne period.

PO DD DL

reR FEFT#(r) T}n ™ (myn)eAy

Notice that if the scheduled route has a zero penalizatlos,expression represents the
expected cost of using alternative flight routes

03) Expected cost of the deviation of the actual arrival tinoen the scheduled one at each
node in the flight route.

Yowd D > D i @hmn — )

r€R ferr nGNf\kf mel'; (n (n) t(r)E’Tfm’n

04) Expected cost of the deviation of the actual flight doraait each arc from the scheduled
one {y..») in the flights route

Zwr Z Z (Cfmn(S;—:_%n +C;,m n(s;mn)

réR feFT :t(r):T}""" (m,n)EAf\(k:? 7q(k?)),(p(kf),k )

05) Expected cost of the deviation of the actual flight derafrom the scheduled one.

dowr Y, (Graft4day)

reR ( )k
feFr(r)=T,

06) Total expected number of flights exceeding the maximurea tinits of ground and air delay

type 1:
Z Wr Z (T pihar ks = Thp(hs) k)

eR (k). k8
" feFra(r=m; 1

wherer’ =V, N R, 1u,
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07) Expected non-separable cost of delaying fligfdr (¢(r) — ;) units and the reduced cost
obtained by holding flighf in the ground for(¢(r) — d;) time units.

d

k¢ k

P O P )
> > ) (TFp(hs) g~ (k) k) > 2. Cutr) Tk ) f”ka?,q(k;ﬂ)
reR p(kG) K4 rer k% a(k$)

fE]-'?":t(r):T*f fE]:T:t(T’)ZT*f

Capacity constraints

S (@hgw — xjcf;?q(k)) <D VreRkekK? (39

feFT k= t(r)eT 4"
S (@mr— 2ol SE WreRkeK  (40)
feFrks=k, t(r)eTf "

Z ( Z Z T n — Z Z :cjc,m,n) <S5 WwreR,jeJ (41)

FEFT neNsnNI: mel'; (n) nENFNNT: mel'; (n)
T (n)¢A I} ()N

Flight structure constraints

> a =Y <0 VreR feF ne N \{k} K} t(r) €T/ €V NRy

+ —
. mel'} (n) mel'} (n)
r :VT'/ r\IRt(T)+£‘f’n7m

wheret’ = t(r) + max £;,, ., (42)

mEFJf (n)

> W= D W <0 VreR fEF neN (K]} t(r) €T €V N Ry

mel'; (n) mel'f (n) e , _
=V R0y 4% 1 m wheret’ = t(r) Zg%’(inffnm (43)
Tkt gty ~ Trgag =0 VT ER, fEF i t(r) =T} 7 wherer' =, n R shah
(44)
= S0 VP ER,fEF (mn) € Ay t(r) € T/ (45)

xjc(;zn — 25, =0 VreR, feF (mn)eAs t(r) € T/ \T;)" (46)

r T T r! kd:‘](kd)
vak?q(k?) — l’f/7p(k?)7k; S 0 VT - R, (f/, f) - C : {f - f ,f - f andt(r) - 7} ! ! }
wherer’ =V, N Rt(r)—l—sf/ 47)

!

r r ro. p(k$).k$
LL’ﬁk?’q(k?) - xf7p(k?)7k; S 0 V?” 6 R, f E f . {t(’/’) e Tf f f,

k?vq(k?) /
t(rr) € T, } wherer’ =V, N Ry~ (r;—dy+4,-1) (48)
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Delay constraints

D |

r’E’R:t(r’)GTfm’”

D S ([
m’€l} (m) r’eR:t(r')eT;’“*””
CimnThmn — O+ 07 =10

f7m7n f7m7n

Vr € R, f € F i t(r) =T, (m,n) € Ap \ {(kf, a(k})), (p(k}), k})} (49)

/ t(r'") o a(n) _
> L) by ks — T piany i)
T’ERZt(T”)E'Z—fp(kf)’kf
N () _
) L t<r><xf,k¢,q(k¢) xf,k;,q(k?))
r’ER:t(r’)GTfkf’qwf)

(ry = dp = Dafpuaypy =0 +ay =0 VreR feF :t(r) =T

(50)

Bounds of the variables

5t €10, pmn— Lpmn] VP € R, [ € F 1 t(r) € T, (m,n) € Ap \ {(k%, a(kD), (p(KS), k)

fimmn
(51)
mn €0, lpmm = Lyl Vr € R, feF ot(r) € T/, (m,n) € Ap\ {(k}, q(k9)), (p(K}), k§)}
(52)
off,am >0 YreR, feF t(r)= Tf:(k?)’k? (53)
50 €10,1F VreR, f € F', (m,n) € Ay (54)

Constraints (39)-(41) ensure that the capacity of the fldggartures from airports, flight
arrivals to airports and flights arrivals to each air sectmmadt exceed the related capacities
at each scenario group. Constraints (42)-(47) force theedtivity between nodes, airports
for continued flights and time periods of a given flight, redpely. Constraints (44) ensure
that the flight will land if it has taken off, otherwise it ismeelled. Constraints (48) ensure
that a flight arrives to its destination not exceeding its imasn allowed time in the air, if it
is not cancelled. Consttraints (49)-(50) define the difiees between the actual duration in a

given arc and the trip duration, respectively, versus thedualed ones for each scenario group.

Constraints (51)-(52) ensure the range ofdhariables.

4 Conclusions
A state-of-the-art survey for Air Traffic Flow Managementiopzation models has been pre-

sented. Simplest but useful models to more realistic orees@rsidered, which also happens to
present them in a chronological order. Most of the reseaashieen carried out during the last
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20 years, which coincides with the explosion of computergrowhis explosion has been well
utilized since the magnitude of the size of the models is \gy The large scale size of the
models for air traffic flow management with rerouting undecentainty is to be pointed out.
The uncertainty is due to the stochasticity in the capadityhe departure and arrival airports
and the air sectors as well as the flight availability alongvamgdaily time horizon. In sum-

mary, we can say that today modelling and algorithmic dgwelents together with the current
computer power make this discipline to be ready for using real air operations.
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