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A B S T R A C T

Electricity demand prediction is crucial to ensure the operational safety and cost-efficient operation of the
power system. Electricity demand has predominantly been predicted deterministically, while uncertainty
analysis has been usually overlooked. To address this research gap, an integrated Neural Facebook Prophet
(NFBP) model and Gaussian Kernel Density Estimation (KDE) model is proposed in this paper, as a way
to obtain point and interval predictions of electricity demand, quantifying this way the uncertainty in the
predictions. First, historical lagged data, created by utilizing the Partial Auto-correlation Function and Mutual
Information Test, is applied to train a prediction model based on NFBP, Deep Learning (DL) as well as Statistical
Models. Second, the model Prediction Errors (PE) are derived from the difference between actual and predicted
values. A splitting strategy based on the mean and standard deviation of PE is proposed. Finally, electricity
demand prediction intervals are obtained by applying Gaussian KDE on split PE. To verify the effectiveness
of the proposed model, simulation studies are carried out for three prediction horizons on freely available
datasets for the Bulimba sub-station in Southeast Queensland, Australia. Compared with DL models (Long-
Short Term Memory Network and Deep Neural Network), the Root Mean Square Error of the NFBP model was
reduced by 6.1% and 11.3% for 0.5-hr ahead, 22.7% and 26.3% for 6-hr ahead, and 31.8% and 29.9% for
daily prediction. In addition, the Prediction Interval normalized Interval width is smaller in magnitude for the
proposed NFBP-KDE model compared to other DL and Statistical models.
1. Introduction

As a form of secondary energy, electricity is highly flexible and con-
tributes significantly to socioeconomic development (Yu et al., 2014).
An adequate energy supply is necessary for improved economic devel-
opment and public health (Ismail et al., 2008). Since electricity cannot
be stored at large scales, we need an accurate estimate of demand
(𝐺) at different time scales to maintain supply and demand balance
for power system expansion planning and daily operation, policy-
making, market and algorithmic designs, etc. Furthermore, erroneous
𝐺 predictions could have detrimental societal and economic impli-
cations. Underestimating 𝐺 could result in higher electricity prices,
forced outages and power disruptions, which would lower productivity
and impede economic progress. On the other hand, if 𝐺 is overesti-
mated, extra capacity might be planned or scheduled at the supply,
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transmission, and distribution sides, resulting in costly oversized grid
infrastructure and, ultimately, higher electricity prices that would bur-
den consumers (Charles et al., 2022). Moreover, as part of the United
Nations Sustainable Development Goal 7 (SDG7) roadmap, all people
should have affordable, reliable, sustainable, and modern energy ser-
vices by 2030. Therefore, modelling and prediction of 𝐺 is a crucial
task for policymakers for both developed and developing countries.
In summary, a reliable and accurate estimate of 𝐺 will prevent costly
mistakes and will be essential in the development of energy-efficient
techno-economic planning of the energy infrastructure to meet SDG7.

Widespread interest has been shown in 𝐺 prediction, and signifi-
cant resources have been invested in developing new prediction tools
and methodologies. The 𝐺 prediction model can be classified into (a)
Persistence, (b) Physical, (c) Statistical, and (d) Artificial Intelligence
vailable online 10 June 2024
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(AI) approaches (Afrasiabi et al., 2020; Ghimire et al., 2023a, 2024).
The persistence-based approach (Salcedo-Sanz et al., 2022; Ghimire
et al., 2023b) is one of the simplest methods for time-series prediction.
However, these models do not perform well, in general, for medium-
and long-term predictions, which is usually needed in 𝐺 prediction.
Physical models are based on mathematical formulas that use historical
and meteorological data. These physical models are computationally
inefficient (Khodayar et al., 2017). Therefore, such models are not
reliable for 𝐺 prediction. Statistical models are often based on au-
toregressive approaches, such as Auto Regressive Integrated Moving
Average (ARIMA) (Fan and McDonald, 1994), Generalized AutoRegres-
sive Conditional Heteroskedasticity (Bikcora et al., 2018), and Multiple
Linear Regression (Farzana et al., 2014) techniques, and are compu-
tationally less expensive than physical models (Shi et al., 2017; Fu
et al., 2023). Statistical models can be used in conjunction with other
models to reduce uncertainty even though they cannot directly cap-
ture uncertainty patterns from 𝐺 time-series. Furthermore, statistical

odels perform well for time-series with linear features. Still, they are
neffective for longer time-series prediction because they cannot learn
he complex non-linear structure of 𝐺 (Khodayar and Wang, 2018).

Contrarily, AI-based models are based on shallow and deep struc-
tured techniques capable of learning complex and nonlinear patterns.
However, shallow-based methods such as Artificial Neural Networks
(ANN) (Lertpalangsunti and Chan, 1998; Mamun and Nagasaka, 2004),
Wavelet Networks (WN) (Khoa et al., 2004), Fuzzy Logic’s (FL) (Fara-
hat, 2004), Expert System (ES) (Kandil et al., 2001), Support Vector
Machines (SVM) (Pai and Hong, 2005), Extreme Learning Machine
(ELM) (Li et al., 2015) or Random Forest (RF) (Matrenin et al., 2022)
have performed poorly in feature mining. Hence, to improve the ac-
curacy of these models, feature selection and extraction techniques are
needed, which poses a challenging problem (Salcedo-Sanz et al., 2018).

Deep Learning (DL) models and Conventional Machine Learning
(ML) models are the two subgroups under which the AI-based approach
can be further subdivided (Almalaq and Edwards, 2017; Ghimire et al.,
2023b). By learning multi-layer hierarchical features from the input
data, DL can address the issues with shallow-based methods (Chen
et al., 2011). The most effective architectures at the moment for the
analysis of time-series data are Long Short-Term Memory (LSTM) (Ma-
sood et al., 2022; Kong et al., 2017), and Convolutional Neural Net-
works (CNN) (Raza et al., 2018). While 𝐺 contains both spatial and
emporal data, LSTM can only learn the temporal aspects of the series.
he temporal characteristics of electricity demand data cannot be

earned by CNN either, but it can learn the spatial features. Therefore,
any hybrid models have been created to predict 𝐺 precisely to over-

ome this issue (Alhussein et al., 2020). Kim and Cho (2019) proposed
he CNN-LSTM neural network for electricity consumption prediction.
hey showed that the proposed model outperforms the LSTM, GRU,
cho State Networks (Liu et al., 2023), Bidirectional LSTM (BILSTM),
nd Attention LSTM models. Similarly, Ullah et al. (2019) developed
NN integrated with BILSTM to find that the proposed model outper-

orms LSTM, CNN-LSTM and BILSTM model with the smallest value of
he Mean Square Error (MSE) and Root Mean Square Error (RMSE).
dditionally, the CNN integrated with LSTM Autoencoder was pro-
osed in Khan et al. (2020), CNN integrated with Gated Recurrent Unit
GRU) was proposed in Khan et al. (2021a) and Afrasiabi et al. (2020)
nd shown that the proposed model CNN-GRU outperforms the most
f the standalone as well as hybrid DL models. In Hybrid DL mod-
ls, Multivariate Empirical Mode Decomposition (EMD) (Huang et al.,
022), Prophet with LSTM (Bashir et al., 2022), Dynamic-Harmonic
egression (Permata et al., 2022), Dilated CNN with LSTM (Khan et al.,
021b), Hybrid ANN (Liao et al., 2022), and EMD-ELM (Sulaiman et al.,
022) are some recent examples of popular models developed for 𝐺
rediction. Although these models overcome the drawbacks of shallow-
ased approaches, they are unreliable for implementation and have
oor prediction accuracy (Khan et al., 2022). Moreover, the choice of
2

ne hybrid prediction model over another is frequently based on the p
expert’s choice because there is no universal agreement on any one
prediction model.

All of these aforementioned AI-based, Statistical, and Hybrid models
come close to obtaining efficient point prediction of 𝐺 with some degree
of predictive errors. Contrary to conventional point 𝐺 prediction, which
ypically only yields a single value and makes it impossible to precisely
etermine the probability and fluctuation range of the expected value,
probabilistic prediction can reveal a great deal of information about

ncertainty. The probabilistic models offer more useful information
or decision-makers because they can provide a measure of risk in
rediction accuracy as a lower and an upper bound or a Prediction
nterval (𝑃𝐼) in which 𝐺 output lies with a given probability. The
robabilistic prediction (Mayer et al., 2023; Fatema et al., 2023) has
een the topic of a lot of research lately (Chevallier et al., 2007; Yang
t al., 2018) in the field of solar radiation and wind speed prediction.
ne example is the work of Zhang et al. (2014) that contains an

n-depth analysis of the Probabilistic prediction models.
The Lower–Upper Bound Estimation (LUBE) (Kavousi-Fard et al.,

015), Mean-Variance (MV) (Dewolf et al., 2022), Persistence (Beyaztas
nd Shang, 2022), Quantile Regression (QR) (Haque et al., 2014;
remnes, 2004), Hybrid Intelligent Algorithm (HIA) (Wan et al., 2013),
nd Conditional Density Estimation based on Nadaraya–Watson esti-
ator (Bessa et al., 2012) are examples of conventional probabilistic

pproaches. These probabilistic approaches discussed above either in-
olve a heuristic optimization algorithm that may converge to local
inima or assume a parametric distribution for 𝑃𝐸, such as Gaussian,

-student, Beta, etc. and have certain limitations. For instance, with the
V method, Neural Networks (NNs) models are used to calculate the

onditional distribution of a target with additional Gaussian noise and
ariable variance. It produces misleading PIs because it underestimates
he data variance. Similarly, LUBE and HIA methods are computation-
lly inefficient because of the slow learning process and overtrain-
ng (Kavousi-Fard et al., 2015). Furthermore, in several applications,
R is used to estimate various quantiles of a predictive distribution;
onetheless, it requires a laborious optimization method to minimize its
pecified cost function and is unsuitable for the large data (Khorramdel
t al., 2018a). Thus, to overcome these limitations, nonparametric
pproaches, e.g., Quantile Regression Forests (Almeida et al., 2015),
aussian Processes (Van der Meer et al., 2018), Bootstrap (Grantham
t al., 2016), Kernel Density Estimation (KDE) (Yamazaki et al., 2015;
hai et al., 2016; Yamazaki et al., 2016), have been developed and
een extensively used in the literature. It should be noted that nonpara-
etric approaches hardly ever make assumptions regarding the type of
istribution.

Among the nonparametric approaches, the KDE technique, which is
aining popularity, stands out among other methods because of its ad-
antages of easy calculation and fast implementation (Trapero, 2016).
n Juban et al. (2008), KDE and QR are compared for wind power
rediction. The outcomes demonstrated that the predicted probability
ensity distribution derived using the KDE technique had enhanced
harpness and reliability compared to the QR method. Similarly, in Du
t al. (2022), water demand interval prediction was made using KDE,
nd the result shows that the PI metrics of KDE are better than that
f beta and normal distribution. Moreover, Pan et al. (2021) imple-
ented KDE-GRU for the interval prediction for solar generation, and

he results demonstrated that the KDE-GRU generates high quality PI
ompared to other benchmark models. In Han et al. (2019), the ELM
odel was first used to calculate the point prediction, and KDE was

itted to 𝑃𝐸 to generate the 𝑃𝐼 , the generated 𝑃𝐼 has the lowest
rediction width and high coverage probability.

In this study, the non-parametric KDE method was utilized to model
he probability of 𝐺. Non-parametric KDE generates the probabilistic
ensity function of point 𝑃𝐸, and the cumulative 𝐺 error distribution
unction is calculated to obtain the upper and lower bounds of interval

rediction. To derive the probabilistic density function of the 𝐺 error
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distribution, a high-accuracy 𝐺 prediction model must first be devel-
ped. Therefore, this study proposes a novel point and PIs prediction
ethod for electricity demand based on the Neural Facebook Prophet

NFBP) and KDE. The NFBP is a hybrid prediction framework based
n PyTorch and trained with standard DL methods (Shohan et al.,
022). The NFBP combines conventional FbProphet components and
N to quickly make very accurate time-series prediction (ChikkaKr-

shna et al., 2022). More specifically, the NFBP is first utilized to
enerate the point prediction. Then, the Prediction Errors (𝑃𝐸) of

𝐺 obtained from the point prediction are fitted by the KDE method.
Due to the highly-variable patterns of 𝐺, we divide 𝐺 prediction error
into three parts based on mean and standard deviation and use the
corresponding KDE to obtain the PIs.

In context of literature review presented so far, the motivations for
this study are as follows:

• Incorrectly predicting electricity demand can have detrimental
societal and economic effects, especially by underestimating the
𝐺 that can result in higher electricity prices, power outage or
disruptions, all of which can lower the economic productivity.
As a result of overestimated 𝐺 predictions, a greater capacity
needs to be planned at the supply, transmission, and the distri-
bution side, resulting in more expensive infrastructure and higher
prices. Therefore, this study has been motivated by a requirement
that reliable, accurate estimates of 𝐺 be provided to the energy
companies and policymakers.

• Previous research has largely used persistence-based modelling
approaches, e.g., Salcedo-Sanz et al. (2022). Such models, how-
ever, are not as robust good for medium- and long-term 𝐺 predic-
tions. Furthermore, physical models, which are mathematically
governed, can be computationally inefficient whereas statistical
models may not be able to capture the uncertainty patterns
directly found in the 𝐺 time series. Although statistical models
do work well for linearly-featured datasets, they are relatively
ineffective for long-term predictions of electricity demand due
to their nonlinear structures. In order to overcome these defi-
ciencies, this study has been motivated by the need to learn the
complex and nonlinear patterns in models used for estimating
electricity demand.

• A review of the literature suggests shallow-based methods e.g.,
ANN, WN, FL, ES, SVM, ELM, or RF are not effective at feature
mining. Feature selection and pattern extraction techniques must
be used, where possible, to improve the accuracy of these models.
This research is therefore motivated by the fact that conven-
tional models like LSTMs can only learn the temporal aspects
of a data series, while the 𝐺 is likely to contain both spatial
and temporal information. Furthermore, conventional models like
CNN can learn the spatial characteristics but not the temporal
characteristics found in electricity demand data. This deficiency
in deep learning models is contributing to an ongoing motivation
to develop hybrid deep learning models to predict the 𝐺 more
precisely.

• Modelling electricity demand also requires the capability to gen-
erate confidence intervals over which the predictions are consid-
ered reliable by decision-makers. Because most previous studies
have yielded only a single predicted value and cannot precisely
determine the probability and the fluctuation range of estimated
𝐺 data, our study is motivated by the need to create a robust
model that can reveal significant information about model un-
certainties. In electricity demand modelling area, probabilistic
models can provide useful information as a measure of risk, as
well as a lower or an upper bound or a (𝑃𝐼) within which the 𝐺
output lies, including a certain probability of estimated demand.

• Finally, our study is motivated by a growing recognition that
among several nonparametric approaches, the KDE is an easy and
3

fast method for studying the distribution of model predictions. As p
compared to the traditional methods such as QR, the KDE-derived
probability density distributions can have greater sharpness and
reliability. To obtain the upper and the lower bounds of the
interval predictions, we therefore need to adopt a non-parametric
method to determine the probabilistic density function and cumu-
lative error distributions. This certainly requires a new method of
predicting the electricity demand based on points data and their
PIs. Therefore one potential opportunity is to integrate the NFBP
with the KDE method so that the NFBP can integrate conven-
tional FbProphet components and neural networks to make more
accurate 𝐺 prediction.

The primary contributions of this paper are as follows:

• To the author’s knowledge, this study is the first attempt using the
hybrid NFBP model for point and interval prediction of electricity
demand. The KDE hyperparameter optimized using grid search by
minimizing Mean Integrated Squared Error (𝑀𝐼𝑆𝐸) is proposed
to estimate the probability density function (PDF) curves of PEs
that are obtained by the difference between the real values of 𝐺
and the predicted values generated from the NFBP model.

• Considering only a single PDF curve is difficult to fit all points 𝑃𝐸
computed by the NFBP model. Therefore, a new splitting strategy
is proposed to divide the point 𝑃𝐸 into different levels based on
the mean and standard deviation.

• The proposed NFBP model is trained in such a way that it has
the capabilities of point-based prediction of electricity demand
as well as the prediction of 𝑃𝐼 at three different time horizons
to show a multi-step capability at 0.5-hr, 6-hr and day ahead
predictions.

To pursue the above, a case study at Bulimba sub-station, Queens-
and, Australia is carried out to verify the performance of the proposed
odel for point-based and 𝑃𝐼 of electricity demand. A comparative

nalysis with DL models (LSTM, DNN, BILSTM), Hybrid (CBILSTM,
STMCNN, CGRU, CBILSTM) models and a Statistical model (SARI-
AX) shows the NFBP model achieves the best performance for point

s well as interval prediction. The remainder of this paper is organized
s follows. In Section 2, the method proposed in this paper is presented,
ncluding the Prophet model (FbProphet), NFBP model and KDE. Data
vailable and predictive model development are presented in Section 3.
xperimental results are presented and discussed in Section 4. Finally,
he conclusion of this paper is given in Section 5. Besides, Appendix A
hows the list of acronyms used along this work.

. Methods

As mentioned in the literature review, various approaches have been
roposed for predicting 𝐺, each with unique features and applicability
o different datasets. It is difficult for generic models to correctly repre-
ent the patterns concealed in large and densely sampled datasets. DL
odels such as CNN, LSTM, GRU, BILSTM, DNN, statistical models such

s ARIMA, Seasonal ARIMA (SARIMA), Facebook Prophet (Prophet)
nd hybrid models such as CNN-LSTM, LSTM-CNN, CNN-BILSTM, CNN-
RU are widely used prediction approaches. However, many real-world
pplications still find DL and hybrid models unsuitable because of their
igh computational cost, huge data requirements, and time-consuming
yperparameter tuning procedures.

Therefore, in this study, to predict 𝐺 on 0.5hr interval, 6-hr interval
nd daily interval, a DL variation of prophet time-series models called
s Neural Facebook Prophet (NFBP) is utilized and tested for one of
he electricity sub-station at Southeast Queensland. This section does
ot address the rationale for the comparative models used in this study
ecause the reasons are explained in more detail in other sources.
he CNN-LSTM theory’s specifics have been introduced in Chen et al.
2021), Gao et al. (2020) and Zhang et al. (2022) for effectively

redicting a variety of datasets, including solar radiation (Ghimire
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Fig. 1. Prediction process in FbProphet using Analyst-in-the-loop model.

et al., 2022d,g), photovoltaic power (Agga et al., 2022), residential
energy consumption (Kim and Cho, 2019), photosynthetic photon flux
density (Deo et al., 2022) and wind speed prediction (Xu and Wei,
2022). Additionally, the works in Ghimire et al. (2022a,f) and Ghimire
et al. (2022b) offer the mathematical equations for the additional DL
models (e.g., LSTM, CNN, DNN, and GRU) that are employed in this
study. On the other hand, Ghimire (2019), Ghimire et al. (2022e,c)
provides a detailed description of the theoretical framework of hybrid
models.

2.1. Fundamental concepts of facebook prophet model

In 2018, Facebook pioneered the development of the Prophet model
(FbProphet), which has now become a well-known time-series data pro-
cessing algorithm (Taylor and Letham, 2018). In general, the FbProphet
approach aims to decompose any given time-series data into four
components known as the trend, seasonal, holiday, and the residual
component. This method is not sensitive to missing data and the
outliers (Hyndman and Athanasopoulos, 2018). The three components
of trend, seasonality and holidays are given by Eq. (1):

𝑦𝑡 = 𝑔𝑡 + 𝑠𝑡 + ℎ𝑡 + 𝜖𝑡 (1)

where 𝑦𝑡 is time-series, 𝑔𝑡 is the trend term, 𝑠𝑡 is the seasonal term, ℎ𝑡
is the holiday term and 𝜖𝑡 is the residual term. The 𝑔𝑡 and 𝑠𝑡 can be
expressed by Eqs. (2) and (3), respectively:

𝑔𝑡 =
𝐶

1 + 𝑒−𝑘(𝑡−𝑏)
(2)

𝑠𝑡 =
𝑁
∑

𝑛=1
𝑎𝑛 cos

( 2𝜋𝑛𝑡
𝑇

)

+ 𝑏𝑛 sin
( 2𝜋𝑛𝑡

𝑇

)

(3)

where 𝐶 is the upper limit of the trend, 𝑘 and 𝑏 are the growth rate and
offset, respectively, 𝑡 is the time, 𝑇 is the period (𝑇 = 364.25 for yearly
seasonality or 𝑇 = 7 for weekly seasonality) and n is half the number
of periods.

The Prophet prediction model uses the Analyst-in-the-Loop model,
as seen in Fig. 1 because it is common for analysts with the domain
expertise to fill the knowledge gaps of the statistical aspect of the issue.
Additionally, there are several places in the model specifications where
analysts can apply their outside knowledge and expertise without a
thorough understanding of the underlying statistics.
4

2.2. Fundamental concepts of neural facebook prophet model

Neural Facebook Prophet (NFBP) model is a FbProphet successor
that has not been used in the field of 𝐺 prediction. NFBP consid-
ers three additional regression components in addition to the trend,
seasonality, and holiday components: the auto-regression effect on
historical observations, the regression effect of exogenous variables,
and the regression effect of lagged observations of exogenous vari-
ables. Activation functions may learn the nonlinear behaviours in the
time-series by employing neural networks to learn each component.
Triebe et al. demonstrated the model’s ability to provide more qual-
itative, comprehensible prediction components and prove NFBP effi-
cacy (Triebe et al., 2021). Moreover, NFBP can represent local context
with auto-regression and covariate regression, making it a viable tool
for time-series prediction. Furthermore, NFBP is user-friendly, and
model hyperparameters can be automatically tweaked for optimum
performance.

The NFBP model is composed of multiple additive components,
which include trend, seasonality, special events, future regression, auto-
regression, and lagged regression. Each component can be adjusted
and configured separately, and the final prediction is achieved by
combining the individual results from each component. The modules
of auto-regression and lagged regression are modelled using neural
networks. The various components of the model are illustrated in below
in Eq. (4):

𝑦𝑡 = 𝑔𝑡 + 𝑠𝑡 + ℎ𝑡 + 𝜖𝑡 + 𝛼𝑡 + 𝑓𝑡 + 𝑙𝑡, (4)

where 𝑔𝑡, 𝑠𝑡, ℎ𝑡, and 𝜖𝑡 components are the same in the classical
Prophet algorithm (Eqs. (1)). Additionally, NFBP introduces three types
of regressors: auto-regressors 𝛼𝑡, future regressors 𝑓𝑡, and lagged re-
gressors 𝑙𝑡. In general, NFBP incorporates the idea of generating future
predictions utilized in AR models. These models predict by combining
past values or lags of a variable through a linear combination. But,
NFBP uses AR-Net to predict within a specific horizon using a single
model. This method includes external variables that have known future
values and lagged regressors that are past values not known in the
future.

2.3. Interval prediction method based on kernel density estimation

In 𝐺 interval prediction, the upper and the lower bounds of 𝐺 pre-
diction points are predicted, and the PI is calculated under the specified
confidence level. The concept of 𝑃𝐼 is extremely useful in electricity
demand modelling as interval predictions give decision-makers addi-
tional prediction information. With accurate and acceptable PI, the risk
associated with decision-making in the power system can be mitigated
effectively. More broadly, the interval prediction is related to short-
term and medium-term demand forecasting as it provides a measure of
uncertainty around the point forecast for a given period. For example,
if a short-term forecast predicts that demand for a product will be 100
units next week, the corresponding PI may be 90 to 110 units with
95% confidence, indicating a 95% probability that the actual demand
will fall within the range of 90 to 110 units. However, it is important
to note that interval prediction differs from short-term or medium-
term demand forecasting. The latter provides a single estimate of the
expected demand for a particular period, while interval prediction
provides a range of values within which the actual demand is likely to
occur. Interval prediction is useful in assessing the level of uncertainty
around the point forecast and can aid in decision-making processes.

Hence, in this study, point PEs of 𝐺 are statistically investigated
and quantified based on the KDE approach. Then, using a combination
of the findings from point prediction and the interval estimate results
of point PE, the upper and lower bounds of 𝐺 interval prediction
are determined for various confidence levels. In KDE, the probability
density estimate result is entirely determined by the distribution of
the sample data to arrive at a more accurate estimation result since
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Fig. 2. Box plot of electricity demand at Bulimba Substation (a) Days of the week, (b) Month of the Year, and (c) hours of the day.
it does not need to presume the particular shape of the distribution
function (Kang et al., 2018; Khorramdel et al., 2018b). Moreover, KDE
offers the benefits of simplicity and is computationally efficient (Zhao
et al., 2018). Assuming that 𝑒𝑟 =

[

𝐺𝑒𝑟1 , 𝐺𝑒𝑟2 ,… , 𝐺𝑒𝑟𝑛

]

is the prediction
errors of 𝐺, the PDF 𝑓ℎ

(

𝐺𝑒𝑟
)

of samples 𝐺𝑒𝑟 based on KDE method can
be defined as in Eq. (5):

𝑓ℎ
(

𝐺𝑒𝑟
)

= 1
𝑁ℎ

𝑁
∑

𝑖=1
𝐾

(𝐺𝑒𝑟 − 𝐺𝑒𝑟𝑖
ℎ

)

, (5)

where 𝑁 indicates the number of samples, ℎ represents the bandwidth
coefficient, 𝐾(⋅) represents the kernel function, which has various types,
such as Uniform, Gaussian, Triangular, Epanechnikov, Quartic, and so
on. Among them, the Gaussian kernel function is more commonly used,
and is expressed in Eq. (6):

𝐾 (𝜂) = 1
√

2𝜋
𝑒−

𝜂2
2 , (6)

where 𝜂 =
𝐺𝑒𝑟−𝐺𝑒𝑟𝑖

ℎ .
The smoothness of the density function estimate and the trade-off

between bias and variance are controlled by the bandwidth parameter
ℎ. A large value of ℎ produces an extremely smooth (low variance),
high bias density distribution. An unsmooth (high variance) yet low
bias density distribution results from a modest value of ℎ. The KDE
5

approximation is far more influenced by the value of ℎ than by the
real kernel function. The Mean Integrated Square Error (MISE) may be
optimized to find ℎ:

𝑀𝐼𝑆𝐸 (ℎ) = E
[

∫
(

𝑓 (𝑥) − 𝑓 (𝑥)
)2𝑑𝑥

]

. (7)

Due to the unidentified density function 𝑓 , the MISE formula cannot
be used directly. As a result, various additional techniques have been
created to ascertain the ideal value of ℎ. Rule-of-thumb methods and
cross-validation are typically used to choose the bandwidth value.
Under specific presumptions on the underlying density function 𝑓 and
its estimate 𝑓 , the rule of thumb approaches get close to the ideal value
of ℎ. Silverman’s rule-of-thumb, see Eq. (8):

ℎ = �̂�−
2
5 , (8)

and Scott’s general rule-of-thumb, see Eq. (9):

ℎ = 𝑛−
1
5 ⋅ �̂�, (9)

are popular strategies to find the optimal value of ℎ, where �̂� is the
standard deviation of the data, and 𝑛 is the number of sample points.
In this study, the ideal bandwidth value was computed using cross-
validation. A grid search approach is used to get the value of ℎ that
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Table 1
Descriptive statistics of daily electricity demand 𝐺 (MW) obtained at four substations in South-east Queensland where the integrated hybrid
Neural Facebook Prophet (NFBP) with a Kernel Density Estimation (KDE) model has been implemented.

Statistical parameters 0.5-hr interval 6-hr interval Daily interval

Median 9.11 112.35 429.45
Mean 9.52 114.19 456.76
Standard deviation 3.21 34.58 93.55
Variance 10.30 1195.84 8750.81
Maximum 25.93 274.92 832.96
Minimum 0.00 27.92 269.68
Range 53.93 247.00 563.28
Interquartile range 4.44 43.51 109.89
Skewness 0.82 0.78 1.16
Kurtosis 4.15 3.84 4.19
Fig. 3a. PACF of historical G time-series in the model’s training phase for Bulimba substation used in this study. The blue lines denote the statistically significant boundary at
the 95% confidence interval.
minimizes the sample MISE :

MISEE𝑛 (ℎ) =
1
𝑛

𝑛
∑

𝑖=1

(

𝑓
(

𝑥𝑖
)

− 𝑓
(

𝑥𝑖
))2. (10)

The cumulative distribution function is calculated using an integration
approach once the optimal value of ℎ has been obtained. For a given
significance level 𝛼, the probability that the predicted value of 𝐺 falls
within the PI range is defined as prediction interval nominal confidence
(PINC), given in Eq. (11).

𝑃𝐼𝑁𝐶 = 100 (1 − 𝛼) % (11)

At the significance level 𝛼, the PI 𝐼𝛼𝑖 for sample is expressed as
in Eq. (12):

𝐼𝛼 = �̂�𝛼 − �̂�𝛼 , (12)
6

𝑖 𝑖 𝑖
where �̂�𝛼
𝑖 and �̂�𝛼

𝑖 refer to the upper and lower boundaries of the PI,
respectively.

3. Material and methods

3.1. Electricity demand data

Electricity demand data (originally measured in MW) from a sub-
station in Bulimba (27.45◦ S, 153.07◦ N), Queensland, was used as
a case study to build the model and verify the performance of the
proposed point and interval 𝐺 prediction model under ultra-short-
term and medium-term paradigm. Historical 𝐺 from 01/01/2015 to
30/06/2021 were selected for analysis where the time interval is orig-
inally 30 min (113904 samples). Furthermore, for the 6-hourly (9493
samples) and daily interval (2374 samples), the 30-min 𝐺 time-series
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Fig. 3b. Mutual information test used to validate PACF for the input matrix of antecedent lagged electricity demand (G, MW) to design NFBP model.

Fig. 4. Research methodology adopted in this study for prediction of G, MW for Bulimba Sub-station.
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Fig. 5. Bar chart comparing the efficacy of the proposed NFBP model in terms of the tested Skill Score (SS) for 0.5-hr time, 6 h-time and daily prediction horizons.
Table 2
Architecture of the Neural Facebook Prophet (NFBP) model vs. Long short-term memory (LSTM), Bidirectional LSTM (BILSTM), CNN integrated with BILSTM (CBILSTM), LSTM
integrated with CNN (LSTMCNN), CNN integrated with Gated Recurrent Unit (CGRU) and Seasonal Autoregressive Integrated Moving Average Exogenous (SARIMAX) models
developed for electricity demand prediction at Bulimba Substation.

Predictive models Model hyperparameters Hyperparameter selection 0.5-hr interval 6-hr interval Daily interval
Size of the forecast horizon(n_forecast) 1
The number of hidden layers of the FFNNsused in the overall model (num_hidden_layers) [1, 2, 3] 2 1 1
Number of units in the hidden layers(d_hidden) [10, 20, 30, 40, 50, 60, 80, 100, 120, 150, 200] 80 100 50
Epochs (n_epochs) [1000]
Learning rate (learning_rate) [0.01, 0.001, 0.002, 0.004, 0.005, 0.006] 0.002 0.001 0.001

NFBP

Solver (optimizer) [‘AdamW’]
LSTM layer [1, 2, 3, 4] 2 1 2
LSTM cell (units) [40-200] 43, 97 84 112, 89
CNN Layer [1, 2, 3, 4] 1 1 1LSTMCNN

CNN Filter [10-150] 32 27 38
BILSTM Layer [1, 2, 3, 4] 3 2 2BILSTM BILSTM cell (units) [10-200] 121, 77, 82 141, 49 151, 65
DNN Layer [1, 2, 3, 4] 2 3 2DNN Hiddenneuron [10-200] 83, 75 77, 51, 43 82, 41
CNN Layer [1, 2, 3, 4] 2 2 2
CNN Filter [10-150] 77, 46 68, 48 83, 42
Bi-LSTM Layer [1, 2, 3, 4] 2 1 2CBILSTM

Bi-LSTM cell(Units) [10-100] 75, 46 84 94, 44
CNN Layer [1, 2, 3, 4] 2 2 1
CNN Filter [10-170] 91, 43 123, 84 74
GRU Layer [1, 2, 3, 4] 3 2 2CGRU

GRU Cell [10-180] 52, 21 67, 43 113, 22
LSTM Layer [1, 2, 3, 4] 4 3 3LSTM LSTM cell [10-170] 109, 45, 54, 43 143, 85, 41 95, 62, 87
Order (p, d, q) range (0, 6) (1, 1, 1) (1, 1, 2) (1, 1, 2)SARIMAX Seasonal (P, D, Q) range (0, 4) (1, 0, 1, 12) (1, 1, 2, 12) (1, 1, 2, 12)
data was converted by calculating the sum of every 12 values and 24
values starting from 01/07/2011 at 12:00 midnight until 30/06/2021
at midnight.

As a result, four points, constructed at 06:00 a.m. (from 12:00
Midnight. to 6:00 a.m.), 12:00 Noon (from 6:00 a.m. to 12:00 Noon),
18:00 p.m. (from 12:00 Noon to 06:00 p.m.), and 12:00 Midnight (from
06:00 p.m. to 12:00 Midnight), were obtained for each day. These four
points were summed up to get the daily 𝐺 values. For interpretation of
the model performance in terms of the electricity demand in MWh, the
respective timescale over which results are presented should be applied
to the respective 𝐺 values in MW.

Fig. 2 shows the original 𝐺 data at the Bulimba Substation. As
expected, the magnitude of 𝐺 during the week is relatively larger than
at the weekend and its distribution is also very different with 4:00 p.m.
to 8:00 p.m. as the peak period, and excessive electricity consumption
observed during the summer period (December, January and February).

Table 1 provides descriptive statistics of 𝐺 (MW) for 0.5-hr, 6-hr
and daily prediction horizons. It is also imperative to note that a data
imputation stage is not required for this study as there are no missing
data for this sub-station.
8

3.2. Predictive model development

3.2.1. Preprocessing and data segregation
To prevent prediction models from being impacted by the various

ranges, data standardization is required before the prediction process.
The 𝐺 values are normalized through the z-score normalization method
described by Eq. (13):

𝐺′ =
𝐺 − 𝜇
𝜎

, (13)

where 𝐺′ is the normalized value of 𝐺, 𝜇 represents the mean and 𝜎
corresponds to standard deviation of 𝐺. Lag selection is a crucial step
before computing time-series after normalization. To do this, the partial
autocorrelation function (PACF) is used to acquire time-lagged statistics
from the time-series data of 𝐺. This time-lagged information was used
to evaluate the temporal dependencies between 𝐺 for a current time
and 𝐺𝑡 values at a certain point in an earlier period (i.e., a time lag of
𝐺𝑡−1, 𝐺𝑡−2, 𝐺𝑡−3, 𝐺𝑡−4, 𝐺𝑡−5, etc.). This temporal reliance in the 𝐺 time-
series was evaluated for 40 lags (i.e., from 𝐺𝑡−1 to 𝐺𝑡−40) as depicted in
Fig. 3a (the blue lines indicate the 95% confidence band).

The information derived from PACF, however, illustrates collinear-
ity between the most recent and previous 𝐺. In a nonlinear process, the
approach may thus fail to extract effective inputs (Mehr et al., 2018).
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Table 3a
Deterministic performance measure, denoted as Class A metrics.

Deterministic performance
measure (Class A)

Definition

Correlation Coefficient 𝑟 =
∑𝑛

𝑖=1(𝐺
𝑚 − ⟨𝐺𝑚

⟩)(𝐺𝑝 − ⟨𝐺𝑝
⟩)

√

∑𝑛
𝑖=1(𝐺𝑚 − ⟨𝐺𝑚

⟩)2
√

∑𝑛
𝑖=1(𝐺𝑝 − ⟨𝐺𝑝

⟩)2
(18)

Root Mean Square Error (MW ) 𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝐺𝑝 − 𝐺𝑚)2 (19)

Mean Absolute Error (MW ) 𝑀𝐴𝐸 = 1
𝑛

𝑛
∑

𝑖=1
|𝐺𝑝 − 𝐺𝑚

| (20)

Relative Root Mean Square
percentage Error (%)

𝑅𝑅𝑀𝑆𝑃𝐸 = 𝑅𝑀𝑆𝐸
𝐺𝑚 × 100% (21)

Relative Mean Absolute
Percentage Error (%)

𝑅𝑀𝐴𝑃𝐸 = 𝑀𝐴𝐸
𝐺𝑚 × 100% (22)

Uncertainty at 95% 𝑈95 = 1.96(𝑆𝐷2 − 𝑅𝑀𝑆𝐸2)0.5 (23)

t-statistic 𝑇𝑆 =
√

(𝑛 − 1) ×𝑀𝐵𝐸2

𝑅𝑀𝑆𝐸2 −𝑀𝐵𝐸2
(24)

Standard deviation of the Relative Error 𝑆𝑇𝐷𝑅𝐸 =

(

1
𝑛 − 1

𝑛
∑

𝑖=1

(𝐺𝑝 − 𝐺𝑚

𝐺𝑚

)2
)1∕2

(25)

Explained Variance Score 𝐸𝑣𝑎𝑟 = 1 −
Var(𝐺𝑚 − 𝐺𝑝)

Var(𝐺𝑚)
(26)

Absolute Percentage Bias (%) 𝐴𝑃𝐵 =
∑𝑛

𝑖=1(𝐺
𝑚 − 𝐺𝑝) ∗ 100
∑𝑛

𝑖=1 𝐺𝑚
(27)

Skill Score 𝑆𝑆 = 1 −
𝑅𝑀𝑆𝐸(𝑝, 𝑥)
𝑅𝑀𝑆𝐸(𝑝𝑟, 𝑥)

(28)

Mean Bias Error (MW ) 𝑀𝐵𝐸 = (100∕ ⟨𝐺𝑚
⟩)

𝑖=𝑁
∑

𝑖=1

(

𝐺𝑝
𝑖 − 𝐺𝑚

𝑖
)

(29)

Note: 𝐺𝑚 and 𝐺𝑝 are the observed and predicted value of G, ⟨𝐺𝑚
⟩ and ⟨𝐺𝑝

⟩ are the observed and predicted mean of G, 𝑝 stands for the
model prediction, 𝑥 for the observation, 𝑝𝑟 for perfect prediction (persistence), and 𝑟 for the reference prediction, 𝑉 𝐴𝑅 is the variance,
𝑆𝐷 is the standard deviation, and 𝑛 corresponds to the size (number) of predictions.
Table 3b
Deterministic performance measure, denoted as Class B metrics.

Deterministic performance
measure (Class B)

Definition

Willmot’s Index 𝐸𝑊 𝐼 = 1 −
∑𝑛

𝑖=𝑛(𝐺
𝑚 − 𝐺𝑝)2

∑𝑛
𝑖=𝑛(|𝐺𝑝 − ⟨𝐺𝑚

⟩| + |𝐺𝑚 − ⟨𝐺𝑚
⟩|)2

(30)

Nash–Sutcliffe Equation 𝐸𝑁𝑆 = 1 −
∑𝑛

𝑖=1(𝐺
𝑚 − 𝐺𝑝)2

∑𝑛
𝑖=1(𝐺𝑚 − ⟨𝐺𝑚

⟩)2
(31)

Legates and McCabe’s Index 𝐸𝐿𝑀 = 1 −
∑𝑛

𝑖=1 |𝐺
𝑚 − 𝐺𝑝

|

∑𝑛
𝑖=1 |𝐺𝑚 − ⟨𝐺𝑚

⟩|

(32)

Theil’s Inequality Coefficient 𝑇 𝐼𝐶 =

√

1
𝑛
×

𝑛
∑

𝑖=1
(𝐺𝑝 − 𝐺𝑚)2

(√

1
𝑛
×

𝑛
∑

𝑖=1
(𝐺𝑚)2 +

√

1
𝑛
×

𝑛
∑

𝑖=1
(𝐺𝑝)2

)

(33)

Kling–Gupta Efficiency 𝐾𝐺𝐸 = 1 −

√

(𝑟 − 1)2 +
(

⟨𝐺𝑝
⟩

⟨𝐺𝑚
⟩

− 1
)2

+
( 𝐶𝑉 𝑝

𝐶𝑉 𝑚

)2

(34)

Note: 𝐺𝑚 and 𝐺𝑝 are the observed and predicted value of G, ⟨𝐺𝑚
⟩ and ⟨𝐺𝑝

⟩ are the observed and predicted mean of G, 𝑛 size (number)
of predictions, 𝐶𝑉 Coefficient of Variation.
m
𝐺
f

The Mutual Information (MI), regarded as a non-linear generalization
of the PACF, was also considered in this study to address this problem.
The MI criteria, see Eq. (14) is often used to identify time-delayed
coordinates that are as independent of one another as is practical.

𝐺𝑦𝑦(𝜏) =
𝑁
∑

𝑝𝑟(𝑦(𝑖), 𝑦(𝑖 + 𝜏)) log
𝑝𝑟(𝑦(𝑖), 𝑦(𝑖 + 𝜏)) (14)
9

𝑖=1 𝑝𝑟(𝑦(𝑖)) ⋅ 𝑝𝑟(𝑦(𝑖 + 𝜏))
where 𝑁 the sample size, 𝑝𝑟 is a measure of probability, 𝑝𝑟(𝑥, 𝑦) and
𝑝𝑟(𝑥) is the joint and marginal probability. 𝐺𝑦𝑦(𝜏) represents the amount
of information that one can know about 𝐺 time-series that are separated
by the time lag 𝜏. The optimal 𝜏 is where 𝐺𝑦𝑦(𝜏) reaches its first local

inimum. In Fig. 3b, the calculated mutual information function for the
time-series is displayed. It is clear that with increasing delays, mutual

unction rapidly declines. However, the mutual information decreases
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Table 3c
Deterministic performance measure, denoted as Class C metrics.

Deterministic performance
measure (Class C)

Definition

Kolmogorov–Smirnov Index 𝐾𝑆𝐼 = 100
𝐴𝑐 ∫

𝑋𝑚𝑎𝑥

𝑋𝑚𝑖𝑛

𝐷𝑛𝑑𝑥 (35)

Critical Limit Overestimation Index 𝑂𝑉 𝐸𝑅 = 100
𝐴𝑐 ∫

𝑋1

𝑋0

max (𝐷𝑛 −𝐷𝑐 , 0)𝑑𝑥 (36)

𝑤ℎ𝑒𝑟𝑒 𝐴𝑐 = 𝐷𝑐 (𝑋𝑚𝑎𝑥𝑋𝑚𝑖𝑛) (37)

𝑤ℎ𝑒𝑟𝑒 𝐷𝑐 = 𝛷(𝑁)∕𝑁1∕2 (38)

Combined Performance index 𝐶𝑃𝐼 = 𝐾𝑆𝐼 + 𝑂𝑉 𝐸𝑅 + 2𝑅𝑀𝑆𝐸
4

(39)

Note: 𝐷𝑛 is the absolute difference between the calculated and measured CDF. 𝑋𝑚𝑖𝑛 and 𝑋𝑚𝑎𝑥 are the minimum and maximum values
of 𝐷𝑛, 𝐴𝑐 is the critical area, 𝐷𝑐 , is a statistical characteristic of the reference distribution or critical value, 𝑁 is number of points and
𝛷(𝑁) is a pure function of N (Marsaglia et al., 2003; Alothman et al., 2022).
Table 3d
Probabilistic performance measure, denoted as Class D metrics.

Deterministic performance
measure (Class D)

Definition

Prediction Interval Coverage
Probability

𝑃𝐼𝐶𝑃 = 1
𝑁

𝑁
∑

𝑖=1
𝑐𝑖 (45)

𝑤ℎ𝑒𝑟𝑒 𝑐𝑖 =

{

1 if 𝑦𝑖 ∈
(

𝑈 (𝐺𝑖), 𝐿(𝐺𝑖)
)

0 otherwise
(46)

Mean Prediction
Interval Width

𝑀𝑃𝐼𝑊 = 1
𝑁

𝑁
∑

𝑖=1
(𝑈 (𝐺𝑖) − 𝐿(𝐺𝑖)) (47)

F Value 𝐹 =
𝑃𝐼𝐶𝑃 × 2 × 1

𝑀𝑃𝐼𝑊

𝑃𝐼𝐶𝑃 + 1
𝑀𝑃𝐼𝑊

(48)

Average Relative
Interval Length

𝐴𝑅𝐼𝐿 = 1
𝑁

𝑁
∑

𝑖=1

(

𝑈
(

𝐺𝑖
)

− 𝐿
(

𝐺𝑖
))

𝐺𝑚
,𝑖

(49)

Winkler Score 𝑊𝑆 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝛥𝑖 𝐿
(

𝐺𝑖
)

≤ 𝑦𝑖 ≤ 𝑈
(

𝐺𝑖
)

𝛥𝑖 + 2
(

𝐿
(

𝐺𝑖
)

− 𝑦𝑖
)

∕𝛼 𝑦𝑖 < 𝐿
(

𝐺𝑖
)

𝛥𝑖 + 2
(

𝑦𝑖 − 𝑈
(

𝐺𝑖
))

∕𝛼 𝑦𝑡 > 𝑈
(

𝐺𝑖
)

(50)

𝑤ℎ𝑒𝑟𝑒 𝛥𝑖 = 𝑈 (𝐺𝑖) − 𝐿(𝐺𝑖) (51)

Normalized Mean Prediction
Interval Width

𝑃𝐼𝑁𝐴𝑊 = 1
𝑁 ∗ 𝑅

( 𝑁
∑

𝑖=1

(

𝑈
(

𝐺𝑖
)

− 𝐿
(

𝐺𝑖
))

)

(52)

Continuous Rank
Probability Score (𝑀𝑊 )

𝐶𝑅𝑃𝑆 = 1
𝑁

𝑁
∑

𝑖=1
𝑐𝑟𝑝𝑠

(

𝐹𝑖, 𝑦𝑖
)

(53)

𝑤ℎ𝑒𝑟𝑒 𝑐𝑟𝑝𝑠 (𝐹 , 𝑦) = ∫

∞

−∞
(𝐹 (𝑡) − 1 (𝑡 − 𝑦))2𝑑𝑦 (54)

Note: 𝑁 denotes the number of test samples. 𝑦𝑖 is the 𝑖𝑡ℎ observation, 𝐿(𝐺𝑖) and 𝑈 (𝐺𝑖) represent lower bound and upper bound of the
𝑖𝑡ℎ G Prediction Interval respectively. 𝐺𝑚 is the observed value of G. 𝑅 is the Range (Bottieau et al., 2022). In 𝐶𝑅𝑃𝑆 metrics, 1 (⋅) is
the Heaviside function, it takes the value of 1 when 𝑡 > 𝑦 and equals 0 otherwise.
slowly after 12 lags for 0.5-hr intervals, three lags for 6-hr intervals and
daily intervals. Therefore, according to Eq. (14), the optimum delay
time (lag) is selected as 12, 3 and 3 for 0.5-hr interval, 6-hr interval
10
and daily interval, respectively. Based on the MI criteria in Fig. 3b,
the most effective inputs for 𝐺 prediction can be mathematically ex-
pressed as Eq. (14) for 0.5-hr interval (𝐺0.5-hr), Eq. (15) for 6-hr (𝐺6-hr)
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Table 4
The testing performance of the NFBP model vs. LSTMCNN, BILSTM, DNN, CBILSTM, CNN and SARIMAX models as measured by Correlation Coefficient (𝑟), Root Mean Square
Error (𝑅𝑀𝑆𝐸,𝑀𝑊 ), Mean Absolute Error (𝑀𝐴𝐸,𝑀𝑊 ) by Standard Deviation of Relative Error (𝑆𝑇𝐷𝑅𝐸), Explained Variance (𝐸𝑣𝑎𝑟), Uncertainty at 95% (𝑈95) and t-statistics
(𝑇𝑆).

Time interval Predictive model Model performance metrics

r RMSE MAE STDRE 𝐸𝑣𝑎𝑟 𝑈95 TS

NFBP 0.989 0.664 0.340 5.983 0.957 1.840 0.002
CBLSTM 0.987 0.712 0.370 6.694 0.950 1.973 1.947
LSTMCNN 0.987 0.721 0.376 6.751 0.949 1.998 1.727
CGRU 0.988 0.698 0.362 6.504 0.952 1.934 1.474
LSTM 0.988 0.704 0.366 6.784 0.951 1.952 4.813
BILSTM 0.987 0.717 0.371 6.805 0.950 1.989 1.550
SARIMAX 0.984 0.811 0.389 9.734 0.936 2.249 0.164

0.5-hr

DNN 0.986 0.739 0.385 8.375 0.947 2.046 6.839

NFBP 0.974 10.276 7.175 7.792 0.902 28.487 0.017
CBLSTM 0.962 12.459 8.480 9.920 0.858 34.421 4.546
LSTMCNN 0.964 12.157 8.351 9.509 0.863 33.688 1.681
CGRU 0.963 12.318 8.517 9.401 0.859 34.136 1.496
LSTM 0.961 12.610 8.704 9.772 0.852 34.952 1.129
BILSTM 0.963 12.284 8.536 9.354 0.860 34.053 0.623
SARIMAX 0.958 13.104 9.813 9.141 0.840 36.330 0.060

6-hr

DNN 0.959 12.982 8.980 10.656 0.846 35.848 4.833

NFBP 0.968 29.976 22.001 4.246 0.879 83.145 0.177
CBLSTM 0.945 39.054 29.519 5.406 0.796 108.310 0.421
LSTMCNN 0.944 39.416 29.520 5.556 0.792 109.310 0.566
CGRU 0.943 39.496 29.629 5.612 0.791 109.530 0.488
LSTM 0.943 39.524 29.650 5.583 0.791 109.600 0.622
BILSTM 0.944 39.441 29.635 5.584 0.792 109.370 0.607
SARIMAX 0.942 40.169 30.271 5.697 0.784 111.420 −0.190

Daily

DNN 0.945 38.943 29.336 5.557 0.798 107.780 1.818
Fig. 6. Scatter plots of the actual electricity demand (𝐺𝑜𝑏𝑠 ,𝑀𝑊 ) and the predicted electricity demand (𝐺𝑝𝑟𝑒𝑑 ,𝑀𝑊 ) at Bulimba substation for (a) 0.5-hr, (b) 6h-time and (c) daily
prediction horizons. Note: Red line shows least-square regression 𝑦 = 𝑚𝑥 + 𝑐 where 𝑦 is the 𝐺𝑝𝑟𝑒𝑑 , 𝑥 is the 𝐺𝑜𝑏𝑠 and 𝑟 is the correlation coefficient. The name of each model is
provided in Table 2.
and Eq. (16) for daily interval (𝐺𝑑𝑎𝑖𝑙𝑦).

𝐺0.5-hr = 𝑓
(

𝐺𝑡−1, 𝐺𝑡−2, 𝐺𝑡−3, 𝐺𝑡−4, 𝐺𝑡−5, 𝐺𝑡−6, 𝐺𝑡−7, 𝐺𝑡−8, 𝐺𝑡−9, 𝐺𝑡−10, 𝐺𝑡−11, 𝐺𝑡−12
)

(15)

𝐺 = 𝑓
(

𝐺 ,𝐺 ,𝐺
)

(16)
11

6-hr 𝑡−1 𝑡−2 𝑡−3
𝐺𝑑𝑎𝑖𝑙𝑦 = 𝑓
(

𝐺𝑡−1, 𝐺𝑡−2, 𝐺𝑡−3
)

(17)

To train and test the proposed models, the normalized time-series
of lagged 𝐺 values are split into training and test sets. The dataset
from 01/07/2015 to 30/06/2020 is used for training, while dataset
from 01/07/2020 to 30/06/2021 is utilized for testing. The training
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Table 5
The performance of the NFBP model vs. LSTMCNN, BILSTM, DNN, CBILSTM, CNN and SARIMAX models using the Willmott’s Index (𝐸𝑊 𝐼 ),
Nash–SutcliffeCoefficient (𝐸𝑁𝑆 ), the Legates & McCabe’s (𝐸𝐿𝑀 ) Index of Agreement and Theil’s inequality coefficient (𝑇 𝐼𝐶). Note that the best
model is boldfaced (blue).

Time interval Predictive model Model performance metrics

𝐸𝑊 𝐼 𝐸𝑁𝑆 𝐸𝐿𝑀 TIC

NFBP 0.971 0.957 0.868 0.035
CBLSTM 0.967 0.950 0.856 0.037
LSTMCNN 0.966 0.949 0.854 0.038
CGRU 0.968 0.952 0.859 0.036
LSTM 0.967 0.951 0.858 0.037
BILSTM 0.967 0.950 0.856 0.037
SARIMAX 0.959 0.936 0.849 0.042

0.5-hr

DNN 0.964 0.947 0.850 0.038

NFBP 0.937 0.902 0.727 0.045
CBLSTM 0.903 0.856 0.677 0.055
LSTMCNN 0.908 0.863 0.682 0.054
CGRU 0.906 0.859 0.676 0.054
LSTM 0.905 0.852 0.669 0.056
BILSTM 0.909 0.860 0.675 0.054
SARIMAX 0.903 0.840 0.627 0.058

6-hr

DNN 0.893 0.844 0.658 0.057

NFBP 0.912 0.879 0.675 0.034
CBLSTM 0.848 0.795 0.564 0.044
LSTMCNN 0.846 0.792 0.564 0.045
CGRU 0.846 0.791 0.563 0.045
LSTM 0.845 0.791 0.562 0.045
BILSTM 0.847 0.791 0.562 0.045
SARIMAX 0.845 0.784 0.553 0.045

Daily

DNN 0.842 0.797 0.567 0.044
Fig. 7. Bar chart comparing the efficacy of the proposed NFBP model in terms of the tested Absolute Percentage Bias (𝐴𝑃𝐵,%) and Kling–Gupta Efficiency (𝐾𝐺𝐸). Note: The
name of each model are provided in Table 2.
set is split into training (80%) and validation (20%). The validation set
is used to find the best setting for the model hyperparameters, while
12
the training set is used to fit the model parameters by lowering the
prediction loss.
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3.2.2. NFBP and benchmark models development
The five-stage research methodology used in this study is depicted

in Fig. 4. Data preprocessing and the data division into training, val-
idation, and testing sets, as described in earlier sections, make up
the first two stages. In the third stage, SARIMAX, LSTM LSTMCNN,
BILSTM, DNN, CGRU, CBILSTM and NFBP models are developed. All
models development and hyperparameter tuning are implemented in
Python 3.8 with numpy, pandas, statsmodels, fbProphet, and Keras
libraries (Oliphant, 2006; Dirckx, 1980; Triebe et al., 2021). The com-
putational experiment is an MS Windows machine with an Intel(R)
Core(TM) i7-1135G7 @ 2.40 GHz and 32.0 GB. This study utilizes the
‘‘pmdarima’’ library to choose the ideal SARIMAX model parameters,
i.e., 𝑝, 𝑑, 𝑞, 𝑃 , 𝐷, 𝑄, and 𝑠 for point prediction of 𝐺 as per the smallest

ayesian Information Criteria scores (Chaturvedi et al., 2022).
The other DL benchmark models (LSTM, LSTMCNN, BILSTM, DNN,

GRU, CBILSTM) as well as the proposed model’s (NFBP) optimal
arameters, which were determined using Hyperopt (Komer et al.,
019), are summarized in Table 2. The Huber loss is utilized as the
oss function for creating the NFBP model, in contrast to the MSE,
hich is widely used in other ML models. In general, Huber Loss is

ess susceptible to outliers and assists in preventing exploding gra-
ients (Girshick, 2015). Similarly, the Adaptive Moment Estimation
ith weight decay (AdamW ) (Loshchilov and Hutter, 2017) is used as

he optimization function. AdamW was initialized with the configured
earning rate (Table 2), the exponential decay rate for the first moment
1 and second moment 𝛽2 as 0.9 and 0.999 respectively, the weight
ecay (𝛿) and epsilon (𝜀) are set to 1 × 10−4 and 1 × 10−8, respectively.
nlike Adam, which is widely used in ML and DL models, the AdamW
ptimization function used in NFBP has better generalization perfor-
ance. Additionally, the Batch Size of 25 was chosen for NFBP model

raining.
Similarly, the DL (LSTM and DNN) and Hybrid models (LSTMCNN,

ILSTM, LSTMCNN, CGRU and CBILSTM) for point prediction of 𝐺
ere trained using the Adaptive Moment Estimation (Adam) optimizer,
ith Batch Size of 25 and loss function set to the RMSE. This study
as adopted the Rectified Linear Unit (ReLU) as an activation function
or each layer of the DL benchmark models (LSTM LSTMCNN, BILSTM,
NN, CGRU, and CBILSTM). Furthermore, the dropout layer (DOL) with
ropout rate of 0.2 was used after each LSTM, BILSTM, GRU and CNN
ayers to prevent overfitting. The DOL is a regularization technique
hat modifies the network’s configuration and enhances generalization
hile training by randomly removing some neurons. Additionally,
arly Stopping (es) and ReduceLROnPlateau was employed in this study
o prevent overfitting. In es, during model training, if an RMSE on
alidation data stops improving, the model’s training will stop (Zhao
t al., 2019). Similarly, ReduceLROnPlateau is employed during the
raining phase of our model to optimize weights more precisely, which
nhances the performance of our model.

In our study, the ReduceLROnPlateau was used to monitor the valida-
ion loss and reduce the learning rate of the Adam Optimizer linearly by
factor of 0.1 (empirically selected) if the validation loss does not de-

rease for 20 epochs (empirically selected) (Arshad et al., 2021). In the
ourth stage of the model development, SARIMAX, LSTM LSTMCNN,
ILSTM, DNN, CGRU, CBILSTM and NFBP models’ predictive abilities
re assessed at the model evaluation stage by assessing their test set
redictions with an actual test dataset. The prediction accuracy of the
roposed model (NFBP), as well as benchmark models, are compared
sing deterministic metrics (Table 3a, Table 3b and Table 3c).

Using KDE, the PIs for point PEs at a 95% confidence level were
stimated in the fifth stage of the model development. The general
rocedure for implementing the KDE approach for interval prediction
f 𝐺 can be summarized as follows.

Step 1: For each model, the total point predicted G on the testing
dataset is separated into three levels based on the average
13

and standard deviation of point prediction results to discern
the distribution of prediction errors. The dividing details are
as follows;

𝑌𝑙𝑒𝑣1 < 𝜇 − 𝜎 (40)

𝜇 − 𝜎 ≤ 𝑌𝑙𝑒𝑣2 ≤ 𝜇 + 𝜎 (41)

𝑌𝑙𝑒𝑣3 ≥ 𝜇 + 𝜎 (42)

where 𝜇 and 𝜎 represent the average and standard deviation
of the entire point prediction results, respectively. 𝑌𝑙𝑒𝑣1,
𝑌𝑙𝑒𝑣2, and 𝑌𝑙𝑒𝑣3 are the divided three levels of predicted 𝐺
on testing set.

Step 2: PEs between the actual [𝑥1, 𝑥2, 𝑥3,… , 𝑥𝑛] (test dataset) and
predicted 𝑌𝑡 at each level was calculated. This 𝑃𝐸 can be
expressed as 𝑃𝐸 = [𝑒1, 𝑒2, 𝑒3,… , 𝑒𝑛], where 𝑒𝑖 = 𝑦𝑖 − 𝑥𝑖,
𝑖 = [1, 2, 3,… , 𝑛];

Step 3: For each level, 𝑃𝐸 values are normalized using 𝑃𝐸′ =
𝑃𝐸−𝜇

𝜎 , where 𝑃𝐸′, 𝜇 and 𝜎 are normalized 𝑃𝐸, mean and
standard deviation of the actual 𝑃𝐸, respectively.

Step 4: A nonparametric KDE model is established for the normal-
ized 𝑃𝐸 (𝑃𝐸′) to obtain the cumulative 𝑃𝐸 distribution
function as per Eq. (4). In this step, the grid search approach
is used to get the KDE bandwidth that minimizes the sample
MISE (Eq. (10)).

Step 5: The optimum interval [𝑃𝐸′
𝑙𝑜, 𝑃𝐸

′
𝑢𝑝] of the PE is obtained at

95% confidence level using Eqs. (12).
Step 6: After that, the PIs of electricity demand at 95% confidence

levels are calculated by transforming the obtained 𝑃𝐸 inter-
vals reversely. The inverse transforming formula of obtained
𝑃𝐸 intervals can be expressed as:

𝑌𝑢𝑝 = 𝑌 +
[

𝑃𝐸′
𝑢𝑝 ∗ 𝜎 + 𝜇

]

∗ 𝑌 (43)

𝑌𝑙𝑜 = 𝑌 +
[

𝑃𝐸′
𝑙𝑜 ∗ 𝜎 + 𝜇

]

∗ 𝑌 (44)

where 𝑃𝐸′
𝑙𝑜 and 𝑃𝐸′

𝑢𝑝 refer to the obtained lower bounds
and upper bounds of the 𝑃𝐸, respectively. 𝜇 and 𝜎 are the
mean and standard deviation of the 𝑃𝐸, respectively. 𝐺
refers to the point predictions of electricity demand using
the proposed model (NFBP) and benchmark models. 𝑌𝑢𝑝 and
𝑌𝑙𝑜 are the predictive bounds of the electricity demand 𝐺.

Step 7: Finally, the interval prediction accuracy of the proposed
model (NFBP) is compared with benchmark models using
probabilistic metrics (Table 3d).

Furthermore, given that each of the aforementioned statistical indi-
cators (Table 3a, Table 3b and Table 3c) has benefits and drawbacks of
its own, it could be challenging to assess the accuracy of various models
using a single statistical indicator. Therefore, in this study, the overall
model performance was ranked using the Global Performance Indicator
(GPI) (Despotovic et al., 2015). GPI was calculated using six metrics.

GPI𝑖 =
6
∑

𝑗=1
𝛼𝑗 (𝑔𝑗 − 𝑦𝑖𝑗 ) (55)

where 𝛼𝑗 is the median of scaled values of statistical indicator, 𝑗 = 1 for
𝑅𝑀𝑆𝐸, 𝑀𝐴𝐸, 𝑀𝐴𝑃𝐸, 𝑅𝑅𝑀𝑆𝐸 and 𝑀𝐵𝐸 (𝑗 = 1, 2, 3, 4, 5), −1 for 𝑟;
𝑔𝑗 is the scaled value of the statistical indicator 𝑗 for model 𝑖. A high
alue of GPI indicates the better accuracy of the model.

Additionally, the performance to predict the direction of movement
as measured by a Directional Symmetry (DS) as follows:

𝑆 = 1
𝑛

𝑛
∑

𝑡=2
𝑑𝑡 × 100% (56)

where,

𝑑𝑡 =

{

1 if (𝐺𝑚
𝑡 − 𝐺𝑚

𝑡−1)(𝐺
𝑝
𝑡 − 𝐺𝑚

𝑡−1) > 0
(57)
0 otherwise
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Table 6
The comparison of the accuracy of the NFBP model vs. LSTMCNN, BILSTM, DNN, CBILSTM, CNN and SARIMAX
models in terms of the relative errors (𝑅𝑅𝑀𝑆𝑃𝐸,%) and (𝑅𝑀𝐴𝑃𝐸,%) computed within the test sites. Note
that the best model is boldfaced (blue).

Time interval Predictive model Model performance metrics

RRMSPE RMAPE

NFBP 7.34% 3.93%
CBLSTM 7.87% 4.21%
LSTMCNN 7.97% 4.31%
CGRU 7.71% 4.15%
LSTM 7.79% 4.25%
BILSTM 7.93% 4.24%
SARIMAX 8.97% 4.58%

0.5-hr

DNN 8.17% 4.61%

NFBP 9.47% 6.71%
CBLSTM 11.48% 7.97%
LSTMCNN 11.20% 7.80%
CGRU 11.35% 7.98%
LSTM 11.62% 8.15%
BILSTM 11.32% 7.93%
SARIMAX 12.08% 9.37%

6-hr

DNN 11.96% 8.60%

NFBP 6.91% 4.97%
CBLSTM 9.00% 6.68%
LSTMCNN 9.08% 6.69%
CGRU 9.10% 6.73%
LSTM 9.11% 6.72%
BILSTM 9.09% 6.72%
SARIMAX 9.25% 6.87%

Daily

DNN 8.97% 6.69%
Table 7
The promoting percentage for benchmark models against the proposed NFBP model in the testing phase. 𝜆𝑅𝑀𝑆𝐸 = Promoting Percentage of Root Mean Square Error, 𝜆𝐴𝑃𝐵 =
romoting Percentages of Absolute Percentage Bias and 𝜆𝑅𝑅𝑀𝑆𝐸 = Promoting Percentages of Relative Root Mean Square Error.

Predictive models 0.5 hr interval 6 hr interval Daily interval

𝜆𝑅𝑀𝑆𝐸 𝜆𝐴𝑃𝐵 𝜆𝑅𝑅𝑀𝑆𝐸 𝜆𝑅𝑀𝑆𝐸 𝜆𝐴𝑃𝐵 𝜆𝑅𝑅𝑀𝑆𝐸 𝜆𝑅𝑀𝑆𝐸 𝜆𝐴𝑃𝐵 𝜆𝑅𝑅𝑀𝑆𝐸

CBLSTM 7.21% 9.03% 7.21% 21.24% 18.18% 21.25% 30.28% 34.18% 30.28%
LSTMCNN 8.58% 10.63% 8.57% 18.30% 16.39% 18.32% 31.49% 34.18% 31.49%
CGRU 5.11% 6.48% 5.11% 19.87% 18.70% 19.87% 31.76% 34.67% 31.76%
LSTM 6.12% 7.72% 6.12% 22.71% 21.31% 22.72% 31.85% 34.77% 31.85%
BILSTM 8.08% 9.09% 8.08% 19.54% 18.97% 19.54% 31.58% 34.70% 31.57%
SARIMAX 22.25% 14.55% 22.25% 27.52% 36.76% 27.53% 34.00% 37.59% 34.00%
DNN 11.27% 13.44% 11.27% 26.33% 25.16% 26.33% 29.91% 33.34% 29.91%
c

4. Experimental results and discussion

This section details the results obtained from the proposed hybrid
NFBP model with a Kernel Density Estimation method for: (a) 0.5-
hr ahead (30 min), (b) 6-hr ahead, and (c) one day ahead electricity
demand prediction at Bulimba substation. The study also comprises
of two unique aspects in the application of the proposed model for:
(i) deterministic (point-based) and (ii) and interval-based electricity
demand predictions.

4.1. Results of deterministic prediction using class a metrics

To assess the performance of the prediction methods, the determin-
istic prediction component of the proposed model (NFBP) is compared
with DL models (LSTM LSTMCNN, BILSTM, DNN, CGRU, CBILSTM) and
statistical model (SARIMAX) using the class A Metrics. In Class A met-
rics, the Correlation Coefficient (r) measures the degree of collinearity
etween observed and predicted 𝐺, where the value always lies be-
ween −1 ≤ 𝑟 ≤ 1 (Deo et al., 2021). The r value closest to 1
hows a higher correlation between the observed and predicted val-
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es (Jayasinghe et al., 2022). Furthermore, the RMSE is the square
root of the Mean Squared Error between the predicted and observed
values, whereas the Mean Absolute Error (MAE) is the average absolute
error between Observed and predicted values. Both RMSE and MAE
an range from 0 ≤ 𝑅𝑀𝑆𝐸 𝑜𝑟 𝑀𝐴𝐸 ≤ ∞ (Castillo-Botón et al., 2022).

In terms of physical interpretations, the value of RMSE and MAE are
ideally zero for a perfect prediction OF 𝐺 (Jayasinghe et al., 2021).
Similarly, the best model is likely to attain a low value of the Standard
Deviation of Relative Error (STDRE) as well as the Explained Variance
Score (𝐸𝑣𝑎𝑟), ideally close to unity.

As shown in Table 4, the r, RMSE, MAE, STDRE and 𝐸𝑣𝑎𝑟 of
the NFBP model for 0.5-hr prediction horizon are ≈ 0.989, ≈ 0.664,
≈ 0.340, ≈ 5.983 and ≈ 0.957, respectively, with lower magnitude
of RMSE, MAE, STDRE and higher magnitude of r and 𝐸𝑣𝑎𝑟. The NFBP
model performance is better than other benchmarked models (LSTM
LSTMCNN, BILSTM, DNN, CGRU, CBILSTM and SARIMAX) for all
prediction horizons (0.5-hr, 6-hr and daily interval).

Similarly, the skill score, a metric that compares the NFBP model
results with a simple persistence-based model, demonstrates that the
NFBP model is more accurate than the persistence model (Fig. 5) as
well as the other benchmarked models. It should be noted that the
persistence model utilized here as a naïve reference model is defined
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Fig. 8. Combined Performance Indicator (𝐶𝑃𝐼) used to evaluate the proposed NFBP model relative to five other benchmarked models. Note: The name of each model are provided
in Table 2.
Fig. 9. Cumulative frequency of the PE generated by the NFBP compared to other benchmarked models at Bulimba substation for (a) 0.5-hr time interval, (b) 6h-time interval
and (c) daily interval. Note: The name of each model is provided in Table 2.
by a prediction equal to the time-series’ most recent value (i.e., from
time 𝑡 to time 𝑡 + 1). Additionally, the uncertainty at 95% 𝑈95 and
t-Statistic 𝑇𝑆 metrics are shown in Table 4. The 𝑇𝑆 indicator is the
15
ratio of the departure of estimated value of a parameter from its
hypothesized value to its standard error, while the 𝑈95 is Uncertainty
at 95% confidence level. A value of 0 is considered to be the perfect
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Fig. 10. Performance comparison of NFBP model compared to the other models in terms of the Directional Symmetry (𝐷𝑆,%) measures within the testing phase at Bulimba
substation for (a) 0.5-hr, (b) 6-hr and (c) day ahead prediction horizons. Note: The name of each model is provided in Table 2.
performance for these metrics. As evidenced in Table 5, the magnitude
of 𝑈95 and 𝑇𝑆 are lower (𝑈95 ≈ 1.840(0.5 − hr 𝑎ℎ𝑒𝑎𝑑), 𝑈95 ≈ 28.487(6 −
hr 𝑎ℎ𝑒𝑎𝑑), 𝑈95 ≈ 83.145(𝑑𝑎𝑦 𝑎ℎ𝑒𝑎𝑑), 𝑇 𝑆 ≈ 0.035(0.5 − hr 𝑎ℎ𝑒𝑎𝑑), 𝑇 𝑆 ≈
0.045(6 − hr 𝑎ℎ𝑒𝑎𝑑), 𝑇𝑆 ≈ 0.034(𝑑𝑎𝑦 𝑎ℎ𝑒𝑎𝑑)) compared to other bench-
marked models. In general, the use of a diverse set of metrics enables
one to comprehensively evaluate the efficacy of the proposed NFBP
model.

Additionally, by examining the agreement between the predicted
and observed G, further insights into the models are revealed. The
predicted value (𝐺𝑝𝑟𝑒𝑑 ) vs the observed electricity demand value (𝐺𝑜𝑏𝑠)
for three prediction horizons, namely 0.5 h ahead (30 min), 6-hr ahead
and one day ahead) are plotted in Fig. 6. Each sub-panel consists
of the least square regression line with the equation 𝑦 = 𝑚𝑥 + 𝐶,
where 𝑚 (Gradient of best fit) and 𝐶 (y-intercept) are constants used
to quantify the model’s accuracy. The optimum values of 𝑚 and 𝐶 are
1 and 0, respectively, for a perfect (1 ∶ 1) match between the predicted
and observed 𝐺. For all three prediction horizons (Fig. 6), despite the
significant scatter between the observed and the predicted 𝐺 values, a
reasonable linear fit is certainly apparent, albeit with varying degrees
of precision for all the models under consideration. The NFBP model, in
particular, has a relatively high magnitude of the gradient of the best-
fit line (𝑚) and a low magnitude of 𝐶. This indicates that the proposed
NFBP model may be a more effective data-intelligent tool than other
benchmark models.

We further evaluated the prediction models in Table 6 using nor-
malized error metrics expressed in terms of the relative (%) 𝑅𝑀𝑆𝐸
and 𝑀𝐴𝐸 values. To explain this metric in its physical sense, a model’s
precision level is considered to be excellent if the RRMSE or RMAE
≤ 10%, good if 10% ≤ 𝑅𝑀𝐴𝐸 𝑜𝑟 𝑅𝑅𝑀𝑆𝐸 ≤ 20%, fair if 20% ≤
𝑅𝑀𝐴𝐸 𝑜𝑟 𝑅𝑅𝑀𝑆𝐸 ≤ 30% and poor if the RRMSE or RMAE ≥ 30% (Deo
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et al., 2016). It is evident from Table 6 that the relative 𝑅𝑀𝑆𝐸∕𝑀𝐴𝐸
is lowest over the ranges of 6.91–7.34% and 3.93–6.71%, respectively,
for the NFBP model compared to other benchmarked models. By con-
trast, the SARIMAX model yielded an error of relative 𝑅𝑀𝑆𝐸 ≈ 12.08%
while that of the DNN model is ≈11.96% for 6-hr ahead prediction.
This demonstrates that the DNN model’s prediction is severely out of
phase with the observations because the relative error exceeded the
10% threshold for a good model. Overall, the present analysis based
on class A metrics provides persuasive evidence that the NFBP model
has a significant ability to predict 𝐺 at different prediction horizons,
and its performance exceeds that of the alternative models.

4.2. Results of deterministic prediction using class b metrics

In addition to the Class A metrics mentioned so far, we use the Will-
mott’s Index (𝐸𝑊 𝐼 ), Nash–SutcliffeCoefficient (𝐸𝑁𝑆 ), and the Legates-
Index McCabe’s (𝐸𝐿𝑀 ) index to further assess the accuracy of the
proposed NFBP model. It is imperative to note that these Class B metrics
are structurally different from Class A metrics providing a normalized
measure of the model performance. Notably, (𝐸𝑁𝑆 ) metric can deter-
mine the relative magnitude of the residual variance whereas (𝐸𝑊 𝐼 )
can detect the additive and proportional differences in the observed
and predicted means and variances and has the advantage over the
𝑟, 𝑅𝑀𝑆𝐸 and 𝑀𝐴𝐸 used as Class A metrics. Furthermore, (𝐸𝑊 𝐼 )
represents the ratio of the MSE and the potential error. The potential
error in the denominator represents the largest value that the squared
difference of each pair (observed and predicted) can attain. The range
of (𝐸𝑊 𝐼 ) lies between 0 (no correlation) and 1 (perfect fit). Both (𝐸𝐿𝑀 )

and (𝐸𝑁𝑆 ) values vary from −∞ ≤ 𝐸𝑁𝑆∕𝐸𝐿𝑀 ≤ 1.
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Table 8
Evaluation of the NFBP model vs. LSTMCNN, BILSTM, DNN, CBILSTM, CNN and SARIMAX models in terms of
the Diebold–Mariano (DM) test statistic.
(a) 0.5-hr Interval

NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN
NFBP 5.412 7.967 8.233 5.234 3.854 1.556 9.865
CBLSTM 1.690 −1.287 −0.524 1.096 1.158 2.702
LSTMCNN −3.050 −1.696 −0.356 1.061 2.618
CGRU 1.679 1.248 1.227 6.297
LSTM 0.701 1.161 4.458
BILSTM 1.135 1.528
SARIMAX −0.830

(b) 6-hr Interval
NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN

NFBP 9.627 9.496 8.954 8.102 9.047 8.897 9.903
CBLSTM −2.510 −1.028 0.944 −1.156 1.991 3.192
LSTMCNN 1.931 3.293 1.202 3.034 6.035
CGRU 1.862 −0.337 2.447 4.908
LSTM −2.127 1.397 2.441
BILSTM 2.661 3.780
SARIMAX −0.319

(c) Daily Interval
NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN

NFBP 5.271 5.455 5.826 5.601 5.596 6.486 5.843
CBLSTM 0.783 0.832 1.074 0.800 1.804 −0.271
LSTMCNN 0.317 0.898 0.099 1.218 −1.322
CGRU 0.152 −0.315 1.192 −1.630
LSTM −0.445 1.134 −1.630
BILSTM 1.188 −1.354
SARIMAX −1.941

Note: The column of the table is compared with the rows, and if the result is positive, the model in the
rows outperforms the one in the column; on the contrary, if it is negative, then the one in the column is
superior. The best model is boldfaced (blue).
Table 9
Evaluation of the NFBP model vs. LSTMCNN, BILSTM, DNN, CBILSTM, CNN and SARIMAX models in terms of
the Harvey–Leybourne–Newbold (HLN) test statistic.
a) 0.5-hr Interval

NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN
NFBP 5.4256 7.9868 8.2532 5.2469 3.8636 1.5603 9.8898
CBLSTM 1.6945 −1.2899 −0.5257 1.0988 1.1606 2.7084
LSTMCNN −3.0574 −1.7002 −0.3572 1.0635 2.6245
CGRU 1.6829 1.2506 1.2301 6.3122
LSTM 0.7028 1.1642 4.4693
BILSTM 1.1379 1.5313
SARIMAX −0.8322

b) 6-hr Interval
NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN

NFBP 9.780 9.647 9.097 8.230 9.191 9.039 10.061
CBLSTM −2.550 −1.044 0.959 −1.174 2.023 3.242
LSTMCNN 1.962 3.345 1.221 3.082 6.131
CGRU 1.891 −0.342 2.486 4.986
LSTM −2.161 1.419 2.480
BILSTM 2.704 3.840
SARIMAX −0.324

c) Daily Interval
NFBP CBLSTM LSTMCNN CGRU LSTM BILSTM SARIMAX DNN

NFBP 5.533 5.726 6.115 5.879 5.874 6.809 6.133
CBLSTM 0.822 0.873 1.128 0.839 1.894 −0.284
LSTMCNN 0.333 0.943 0.104 1.278 −1.388
CGRU 0.160 −0.331 1.252 −1.711
LSTM −0.467 1.191 −1.711
BILSTM 1.247 −1.421
SARIMAX −2.037

Note: The column of the table is compared with the rows, and if the result is positive, the model in the
rows outperforms the one in the column; on the contrary, if it is negative, then the one in the column is
superior. The best model is boldfaced (blue).
17
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Fig. 11. Probability density function curves of prediction errors for three 𝑃𝐸 ranges (Eq. (40)–(42)) fitted using the KDE method in (a) 0.5-hr, (b) 6-hr, and (c) day ahead
prediction horizons).
Table 5 summarizes the average performance of seven benchmark
models against the proposed NFBP model in respect to four normalized
metrics based on Willmott’s Index, Legates & McCabe’s Index and the
Theil’s inequality coefficient.

As per Table 5, the proposed NFBP model’s results for these per-
formance criteria are closer to unity and higher in magnitude (𝐸𝑊 𝐼 ≈
0.971 (0.5-hr ahead), 𝐸𝑊 𝐼 ≈ 0.937 (6-hr ahead), 𝐸𝑊 𝐼 ≈ 0.912 (day
ahead), 𝐸𝑁𝑆 ≈ 0.957 (0.5-hr ahead), 𝐸𝑁𝑆 ≈ 0.902 (6-hr ahead), 𝐸𝑁𝑆 ≈
0.879 (day ahead), 𝐸𝐿𝑀 ≈ 0.868 (0.5-hr ahead), 𝐸𝐿𝑀 ≈ 0.727 (6-hr
ahead), 𝐸𝐿𝑀 ≈ 0.675 (day ahead)) than any of the other benchmark
models. The magnitude of 𝐸𝑊 𝐼 , 𝐸𝑁𝑆 and 𝐸𝐿𝑀 ranges from 0.959 −
0.968, 0.936 − 0.952 and 0.849 − 0.858, respectively, for 0.5-hr ahead
prediction, 0.893−0.909, 0.840−0.859 and 0.627−0.682, respectively, for
6-hr ahead prediction, and 0.845−0.848, 0.784−0.797 and 0.553−0.567,
respectively, for day ahead prediction.

It should also be noted that both (𝐸𝑊 𝐼 and 𝐸𝑁𝑆 are standardized
measures of the degree of model prediction error bounded by [0, 1]
with 1 as the ideal model’s value, whereas 𝑇 𝐼𝐶 aims to measure of
how well the modelled values of the electricity demand time series data
compare to the corresponding time series of observed values. Notably,
the 𝑇 𝐼𝐶 value of zero is expected to represent an equal/identical
distribution of measured and modelled electricity demand in the testing
phase whereas higher values are expected to represent a higher level
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of inequality. In accordance with Table 5, 𝑇 𝐼𝐶, representing a model’s
perfect fit when equal to zero for the proposed NFBP model, are closer
to 0 and relatively smaller in magnitude than the comparative models.
This reaffirms the suitability of the NFBP model for the prediction of 𝐺
at different prediction horizons.

We now revert to two complementary metrics, the Kling–Gupta
Efficiency and the Absolute Percentage Bias to assess the performance
of the proposed NFBP model. In its physical sense, 𝐾𝐺𝐸 is based on the
decomposition of the 𝐸𝑁𝑆 used earlier into its correlation, bias, and the
ratio of variances or coefficients of variation in a more balanced way
to tackle the drawbacks with 𝐸𝑁𝑆 . The results demonstrate that the
proposed NFBP predictive model greatly outperforms the counterpart
models with a relatively high 𝐾𝐺𝐸 and a relatively low 𝐴𝑃𝐵, to accord
with Fig. 7. For instance, the 𝐾𝐺𝐸 and 𝐴𝑃𝐵 value when comparing the
NFBP model with a subsequent best prediction model (i.e., CBILSTM,
LSTMCNN, CGRU, LSTM, BILSTM, SARIMAX) and DNN in the group-
ing [NFBP: CBILSTM: LSTMCNN: CGRU: LSTM: BILSTM: SARIMAX:
DNN] were [0.945,5.06% : 0.906,6.80% : 0.908,6.80% : 0.904,6.82%
: 0.903,6.830% : 0.906,6.82% : 0.911,6.973% : 0.902,6.758%] for the
day ahead prediction. In tandem with class A Metrics, the proposed
NFBP model’s performance based on Class B Metrics also confirms its
greater reliability to predict electricity demand at different prediction
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Fig. 12. Cumulative distribution function of 𝑃𝐸 ranges (Eq. (40)–(42)) in (a) 0.5-hr, (b) 6-hr, and (c) day ahead prediction horizons. Note: The bottom and top red lines show
the confidence level (95%). The upper and lower prediction errors are also shown.
horizons for the specific case of Bulimba substations, with similar
outcomes for the other tested sites.

4.3. Results of deterministic prediction using class c metrics

A further evaluation of the NFBP model is conducted using Class
C metrics (indicators of cumulative distribution function (CDF) simili-
tude). The Combined Performance Index (𝐶𝑃𝐼) incorporates two mea-
sures of 𝐶𝐷𝐹 similarity (KSI and OVER), as well as standard statistical
measurements (𝑅𝑀𝑆𝐸), and calculates the average of the three results.
As demonstrated in Espinar et al. (2009), the 𝐶𝑃𝐼 primary benefit is
its high discrimination between different models. The 3D bar plot for
𝐶𝑃𝐼(%) is depicted in Fig. 8, it can be seen that the 𝐶𝑃𝐼 magnitude is
lower (≈1.663%, ≈2.619% and ≈3.359% for 0.5-hr, 6-hr and day ahead
prediction horizons, respectively) than that of comparative models. It
is thus clear that the proposed NFBP model was able to produce more
accurate results for 𝐺 prediction compared to all of the benchmark DL
methods (i.e., CBILSTM, LSTMCNN, CGRU, LSTM, BILSTM, and DNN),
and other statistical methods (i.e., SARIMAX).

Besides Class A, B and C metrics, further evaluation was done
by comparing the frequency distribution of absolute PE produced by
NFBP and other benchmark methods, shown in Fig. 9. Each error
bin contains the percentage of all tested points, shown at the top of
each error bar. Each error bin has a size of 0.25 MW in 0.5-hr ahead
prediction, 5 MW in 6-hr ahead prediction, and 15 MW for the day
ahead prediction. Interestingly, 𝐺 predictions using the NFBP model
were found to have the greatest frequency of errors within the smallest
error bracket, encompassing 59%, 51% and 45% of the test data. On the
other hand, the CBILSTM, LSTMCNN, CGRU, LSTM, BILSTM, SARIMAX,
and DNN accumulated 56%, 56%, 56%, 57%, 56%, 57%, 50% and
19
55%, respectively, for 0.5-hr ahead prediction. Following Figs. 5, 7,
and 8, and Tables 4–5, the NFBP model generates most of its prediction
errors within the lowest magnitude band, making it more accurate in
predicting 𝐺 at different time horizons.

In this study, Promoting Percentages (𝜆𝑅𝑀𝑆𝐸 , 𝜆𝑅𝑅𝑀𝑆𝐸 and 𝜆𝐴𝑃𝐵)
are also evaluated to determine the improved performance of the
models. The promoting percentage are defined by, 𝜆𝐴𝑃𝐵 = (𝐴𝑃𝐵1−𝐴𝑃𝐵2)

𝐴𝑃𝐵1
,

𝜆𝑅𝑀𝑆𝐸 = (𝑅𝑀𝑆𝐸1−𝑅𝑀𝑆𝐸2)
𝑅𝑀𝑆𝐸1

and 𝜆𝑅𝑅𝑀𝑆𝐸 = (𝑅𝑅𝑀𝑆𝐸1−𝑅𝑅𝑀𝑆𝐸2)
𝑅𝑅𝑀𝑆𝐸1

. In these
equations, 𝐴𝑃𝐵1, 𝑅𝑀𝑆𝐸1 and 𝐾𝐺𝐸1 are objective model (NFBP) per-
formance metrics, and 𝐴𝑃𝐵2, 𝑅𝑀𝑆𝐸2 and 𝐾𝐺𝐸2 are benchmark model
performance. The NFBP model for all prediction horizons displays
improved performance, consistent with past findings. For instance, at
0.5-hr ahead prediction, the NFBP considerably outperformed the CBIL-
STM, LSTMCNN, CGRU, LSTM, BILSTM, SARIMAX, and DNN models by
𝜆𝑅𝑀𝑆𝐸 ≈7%, ≈8%, ≈5%, ≈6%, ≈8%, ≈22%, and ≈11%, respectively.
Similarly, for 6-hr and day ahead prediction, 𝜆𝑅𝑀𝑆𝐸 , 𝜆𝑅𝑅𝑀𝑆𝐸 and
𝜆𝐴𝑃𝐵 are >15% for the CBILSTM, LSTMCNN, CGRU, LSTM, BILSTM,
SARIMAX, and DNN models. As a result, with positive promoting
percentage errors, the NFBP model seems to have highly developed
predictive abilities that enabled it to accurately predict 𝐺 (see Table 7).

Although the proposed NFBP model on an overall basis showed
the best performance, the results from the hybrid DL models used as
comparisons (i.e., CBILSTM, LSTMCNN, CGRU, BILSTM) occasionally
varied in respect to the other statistical performance metrics. We
therefore present the point-based prediction results for the proposed
NFBP and the benchmark models based on Directional Symmetry (𝐷𝑆).
In fact, the 𝐷𝑆 is a percent of the prediction where the movement
of the prediction is the same as the movement of the target variable
and calculated using Eq. (57). The 𝐷𝑆 values are shown as a bar chart
for all the models in Fig. 10. It can be seen that the 𝐷𝑆 value up to
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Fig. 13. PIs constructed by KDE method for the proposed model (NFBP) and other benchmark models at the confidence level of 95% for (a) 0.5-hr, (b) 6-hr and (c) day ahead
prediction horizons. Note: 𝐶𝑅𝑃𝑆 and 𝑃𝐼𝑁𝐴𝑊 values are shown in the figure.
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Fig. 13. (continued).
Fig. 14. Prediction Interval Coverage Probability (𝑃𝐼𝐶𝑃 ,%) and Mean Prediction Interval Width (𝑀𝑃𝐼𝑊 ,MWh) for (a) 0.5-hr, (b) 6-hr and (c) day ahead prediction horizons.
The bottom chart shows the value of comprehensive index (𝐹 ).
≈79%, ≈89% and ≈63% are achieved with the proposed NFBP model
for 0.5-hr, 6-hr and day ahead prediction horizons, respectively.

Lastly, to discuss the efficacy of the suggested NFBP model specif-
ically for point prediction, the Diebold–Mariano (DM) test is used to
21
evaluate the equal predictive ability of two competing models. Further,
the modified version of DM for large samples, known as the Harvey,
Leybourne and Newbold (HLN) test, is also utilized. Table 8 and Table 9
display the findings of the DM and HLN test using the 𝑅𝑀𝑆𝐸 loss
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Table 10
Probabilistic prediction results for 95% confidence level in terms of Winkler Score (WS) and Average relative
interval length (ARIL) for four substations. The optimal model is boldfaced in blue.

Time interval Predictive model Model performance metrics

WS ARILV

NFBP 1.767 0.154
CBLSTM 1.994 0.174
LSTMCNN 1.997 0.173
CGRU 1.905 0.166
LSTM 1.957 0.170
BILSTM 1.984 0.173
SARIMAX 1.872 0.163

0.5-hr Interval

DNN 2.114 0.185

NFBP 23.764 0.200
CBLSTM 29.750 0.262
LSTMCNN 27.302 0.239
CGRU 27.223 0.242
LSTM 26.876 0.232
BILSTM 26.566 0.226
SARIMAX 27.295 0.230

6-hr Interval

DNN 28.854 0.256

NFBP 49.780 0.104
CBLSTM 68.732 0.141
LSTMCNN 68.847 0.142
CGRU 67.927 0.138
LSTM 69.120 0.142
BILSTM 68.718 0.141
SARIMAX 68.571 0.144

Daily Interval

DNN 66.772 0.139
l
𝐶

p

M

function for 0.5-he, 6-hr and day ahead prediction of 𝐺 at Bulimba
substation. Both DM and HLN test results are positive and >1 for
NFBP compared with other benchmark models, which further proves
the superiority of the proposed NFBP model for the prediction of 𝐺.

4.4. Results of interval prediction using class d metrics

After obtaining the deterministic point prediction, the probability
density is computed using the KDE approach. Electricity demand 𝐺
exhibits sporadic patterns. Therefore, the point PE are split into three
categories to enhance the quality of the 𝑃𝐼 . The suggested interval
prediction model is trained using the three degrees of prediction errors,
which were determined based on the average and standard deviation
of the point prediction outcomes in the testing set (Eq. (40)–(42)).
These three parts are 𝑌𝑙𝑒𝑣1 < 𝜇 − 𝜎, 𝜇 − 𝜎 ≤ 𝑌𝑙𝑒𝑣2 ≤ 𝜇 + 𝜎 and
𝑌𝑙𝑒𝑣3 ≥ 𝜇+𝜎, where 𝑌𝑙𝑒𝑣1, 𝑌𝑙𝑒𝑣2, and 𝑌𝑙𝑒𝑣3 are the three parts obtained by
splitting, and the corresponding three error parts (𝑃𝐸𝑟𝑎𝑛𝑔𝑒 in Fig. 11)
are obtained according to them. The Gaussian KDE estimation was
performed on the split 𝑃𝐸 to calculate the 𝑃𝐼 at 95% confidence level.
The probability density distribution of 𝑃𝐸 for three split levels at three
distinct prediction horizons (0.5-hr, 6-hr and day ahead) is depicted in
Fig. 11. The KDE fitting effect is significantly impacted by the kernel
density estimation’s bandwidth (ℎ). In our work, the ideal bandwidth
for the three 𝑃𝐸 levels is established following a grid search approach
that minimizes the 𝑀𝐼𝑆𝐸 (Eq. (9). For 0.5-hr ahead prediction, the
optimal bandwidth (ℎ) was 0.027, 0.044 and 0.067. For 6-hr ahead
prediction, optimal ℎ was 0.927, 1.765 and 3.750 and 5.53, 7.06 and
17.92 for the day ahead prediction. In this study, an integration method
is employed to get the upper and lower bounds of prediction errors at
a target confidence level.

Fig. 12 displays the Cumulative Probability Distributions for three
𝑃𝐸 levels (ranges) at different prediction horizons. As can be seen
from Fig. 12, the CDF of 𝑃𝐸 vary depending on the 𝑃𝐸 ranges, this
demonstrates that the 𝑃𝐸 splitting strategy implemented in this study
can better characterize the probability distribution of 𝑃𝐸. The intervals
of the 𝑃𝐸 at 90% confidence level are also shown in Fig. 12. According
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to Fig. 11, Fig. 12 and Eq. (42) and (43), the PIs of electricity demand
with the confidence level of 95% can be obtained (see Fig. 13).

As shown in Fig. 13, the interval prediction results of the NFBP
model can promise to follow the variation of the electricity demand
𝐺 time-series while covering more observations with a narrower PI
than other models. The Continuous Ranked Probability Score (𝐶𝑅𝑃𝑆)
and Prediction Interval Normalized Average Width (PINAW) score are
shown in Fig. 13, the discrepancy between the expected and observed
CDF is measured by the 𝐶𝑅𝑃𝑆 and quantifies both sharpness and
reliability. Whereas the 𝑃𝐼𝑁𝐴𝑊 quantifies the prediction sharpness.
A sharper 𝑃𝐼 is not always better, as it may come at the expense of
reliability. Therefore, by computing the 𝐶𝑅𝑃𝑆, we can assess if the
prediction from the NFBP model is closer to the true distribution than
the benchmark models. The 𝐶𝑅𝑃𝑆 and 𝑃𝐼𝑁𝐴𝑊 values are indeed
ower for the NFBP model for any prediction horizons (for 0.5-hr ahead:
𝑅𝑃𝑆 ≈ 0.318, 𝑃𝐼𝑁𝐴𝑊 ≈ 0.024, for 6-hr ahead: 𝐶𝑅𝑃𝑆 ≈ 5.035,

𝑃𝐼𝑁𝐴𝑊 ≈ 0.097 and for the day ahead: 𝐶𝑅𝑃𝑆 ≈ 11.229, 𝑃𝐼𝑁𝐴𝑊 ≈
0.100), which proves that the NFBP model integrated with KDE can
rovide more comprehensive prediction information.

In addition, Prediction Interval Coverage Probability (𝑃𝐼𝐶𝑃 ) and
ean Prediction Interval Width (𝑀𝑃𝐼𝑊 ) are utilized to evaluate

the effectiveness of the benchmark models and the proposed model.
The proportion of measured values that fall within the range of PIs
is assessed by the index 𝑃𝐼𝐶𝑃 . In contrast, 𝑀𝑃𝐼𝑊 represents the
mean interval width and is a crucial parameter for evaluating PIs.
Even if all measured values are contained inside the interval, and
the 𝑃𝐼𝐶𝑃 is 100%, a too-wide 𝑀𝑃𝐼𝑊 signifies excessive uncertainty
and is useless as a prediction. To address this issue, a comprehensive
index 𝐹 (Eq. (38)) is used to assess the effectiveness of the 𝑃𝐼 . To
determine the best 𝑃𝐼 , the index 𝐹 integrates (Eq. (38)) the two
opposing indices. The interval prediction model is better for the greater
value of 𝐹 . The interval predicting results of the proposed model and
benchmark models are shown in Fig. 14. The NFBP model’s 𝑃𝐼𝐶𝑃
is not significantly different from the other benchmark models at the
confidence level of 95%, but its 𝑀𝑃𝐼𝑊 values are lower (for the

day ahead prediction; NFBP: ≈ 44.37, CBILSTM: ≈ 60.74, LSTMCNN:
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≈
p

Table 11
Prediction Interval performance based on splitting strategies applied in this study.

(a) 0.5-hr Interval
The applied splitting strategy Without Splitting
PICP PINAW F PICP PINAW F

NFBP 0.975 0.024 1.906 0.950 0.044 1.824
CBLSTM 0.975 0.027 1.900 0.950 0.051 1.813
LSTMCNN 0.975 0.027 1.901 0.950 0.050 1.813
CGRU 0.975 0.026 1.902 0.950 0.049 1.816
LSTM 0.975 0.026 1.901 0.950 0.050 1.815
BILSTM 0.975 0.027 1.900 0.950 0.051 1.812
SARIMAX 0.973 0.026 1.898 0.950 0.048 1.818
DNN 0.975 0.029 1.898 0.950 0.053 1.809

(b) 6-hr Interval
The applied splitting strategy Without Splitting
PICP PINAW F PICP PINAW F

NFBP 0.979 0.097 1.788 0.952 0.218 1.577
CBLSTM 0.977 0.125 1.741 0.950 0.261 1.522
LSTMCNN 0.979 0.114 1.760 0.952 0.257 1.530
CGRU 0.979 0.116 1.760 0.951 0.257 1.529
LSTM 0.979 0.114 1.762 0.951 0.266 1.519
BILSTM 0.979 0.110 1.768 0.951 0.258 1.527
SARIMAX 0.984 0.112 1.773 0.951 0.263 1.522
DNN 0.982 0.123 1.753 0.951 0.269 1.515

(c) Daily Interval
The applied splitting strategy Without Splitting
PICP PINAW F PICP PINAW F

NFBP 0.989 0.100 1.800 0.953 0.281 1.503
CBLSTM 0.992 0.137 1.746 0.951 0.367 1.410
LSTMCNN 0.992 0.138 1.745 0.953 0.376 1.404
CGRU 0.992 0.135 1.749 0.953 0.378 1.402
LSTM 0.992 0.138 1.745 0.953 0.374 1.406
BILSTM 0.986 0.138 1.737 0.956 0.372 1.411
SARIMAX 0.989 0.140 1.738 0.956 0.379 1.404
DNN 0.992 0.135 1.750 0.953 0.375 1.405
Table A.1
List of acronyms.

Term Acronyms

Artificial Intelligence AI
Artificial Neural Network ANN
Autoregressive Integrated Moving Average ARIMA
Bidirectional LSTM BILSTM
Convolutional Neural Network CNN
Deep Learning DL
Deep Neural Network DNN
Empirical Mode Decomposition EMD
Expert System ES
Explained Variance Score 𝐸𝑣𝑎𝑟
Extreme Learning Machine ELM
Fuzzy Logic’s FL
Gated Recurrent Unit GRU
Hybrid Intelligent Algorithm HIA
Kernel Density Estimation KDE
Long Short-Term Memory LSTM
Lower–Upper Bound Estimation LUBE
Machine Learning ML
Mean Absolute Error MAE
Mean Square Error MSE
Mean-Variance MV
Mutual Information MI
Neural Facebook Prophet NFBP
Neural Networks NNs

(continued on next page)
≈
≈ 61.04, CGRU: ≈ 59.94, LSTM: ≈ 61.15, BILSTM: ≈ 6.10, SARIMAX:
61.91, and DNN: ≈ 59.76) and 𝐹 −𝑉 𝑎𝑙𝑢𝑒 are higher (for the day ahead

rediction; NFBP: ≈ 1.8, CBILSTM: ≈ 1.74, LSTMCNN: ≈ 1.74, CGRU:
23
1.74, LSTM: ≈ .74, BILSTM: ≈ 1.73, SARIMAX: ≈ 1.73, and DNN:
≈ 1.75) than those of benchmark models. Furthermore, the Average
Relative Interval Length 𝐴𝑅𝐼𝐿 and the Winkler score 𝑊𝑆 value of the
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Table A.1 (continued).

Partial Autocorrelation Function PACF
Prediction Errors PE
Prediction Interval PI
prediction interval nominal confidence PINC
Quantile Regression QR
Random Forest RF
Rectified Linear Unit ReLU
Root Mean Square Error RMSE
Standard Deviation of Relative Error STDRE
Support Vector Machines SVM
Sustainable Development Goal 7 SDG7
Wavelet Networks WN
Fig. B.1. Box plot of the absolute prediction error of daily G generated by the proposed NFBP model in respect to seven other comparative models within the testing phase at
Bulimba substation for (a) 0.5-hr time interval, (b) 6h-time interval and (c) daily interval. Note: The name of each model is provided in Table 2.
𝑃𝐼 are reported in Table 10. The 𝐴𝑅𝐼𝐿 is comparable to the 𝑀𝑃𝐼𝑊
and considers the average width of uncertainty bounds with respect
to the observed value; the 𝑃𝐼 performs best when the 𝐴𝑅𝐼𝐿 is the
smallest. For a particular confidence level, the 𝑊𝑆 thoroughly assess
the 𝑃𝐼s’ reliability and accuracy. When the 𝑊𝑆 has a lower absolute
value, the 𝑃𝐼s are of higher quality. From Table 10, it can be seen that
the 𝐴𝑅𝐼𝐿 and 𝑊𝑆 values are lower for the NFBP-KDE model compared
to the benchmark models. Congruence with earlier findings (e.g., in
Fig. 13), the 𝑃𝐼 of NFBP integrated with KDE has a greater quality to
assure reliability with a narrower interval, providing decision-makers
with more precise information on electricity demand.

Lastly, to validate the efficacy of the splitting strategy utilized in this
study, Table 11 was created to show the 𝑃𝐼𝐶𝑃 , 𝑃𝐼𝑁𝐴𝑊 and 𝐹 value
of interval prediction. It can be seen that with three parts of splitting
strategy, the performance metrics are improved comparatively for 95%
confidence level.
24
5. Conclusions, limitation and future research directions

A reliable point and interval electricity demand (𝐺) prediction
methodology is essential for ensuring the reliability of energy systems
planning and operation. In this study, a point and interval predic-
tion model based on Neural Facebook prophet (NFBP) is proposed.
The NFBP is a hybrid model in which some model components are
configured as neural networks to further improve the performance
of time-series prediction. For the empirical analysis, 𝐺 data from the
Bulimba substation was used to evaluate the validity and applicability
of NFBP for three different prediction horizons, i.e., 0.5-hr ahead, 6-hr
ahead and Day ahead. Moreover, to identify the sequence length of 𝐺,
which is used as input for NFBP, the PACM is used. As a first step,
the point prediction error (𝑃𝐸) is calculated by comparing the actual
𝐺 with the model’s predicted values. Afterwards, a splitting strategy
based on the mean and standard deviation of 𝑃𝐸 is presented to solve
the problem of fitting the 𝑃𝐸 of the 𝐺 with one PDF. Next, the Gaussian
KDE method is utilized for fitting the PDF curves of different levels
𝑃𝐸. The hyperparameter (Bandwidth) of KDE is optimized using the



Engineering Applications of Artificial Intelligence 135 (2024) 108702S. Ghimire et al.
Fig. B.2. Global Performance Indicator (𝐺𝑃𝐼) used to evaluate the proposed NFBP model relative to five other benchmarked models. Note: The name of each model is provided
in Table 2.
grid search approach by minimizing the mean Integrated Square Error.
Then, the upper bounds and the lower bounds of the best intervals of
𝑃𝐸 are added to the point predictions to attain the final PI of 𝐺.

To verify the superiorities of the proposed model (NFBP), this study
compares the proposed NFBP with CBILSTM, LSTMCNN, CGRU, LSTM,
BILSTM, SARIMAX, and DNN models and evaluates the performances
of predicted 𝐺 in terms of the deterministic and probabilistic metrics.
The obtained conclusions are as follows:

• Point prediction results on three different prediction horizons
demonstrate that 𝑅𝑀𝑆𝐸, 𝑀𝐴𝐸 and 𝑅𝑀𝐴𝐸 and 𝑅𝑅𝑀𝑆𝐸 of
hybrid NFBP model are lower than benchmark models (CBILSTM,
LSTMCNN, CGRU, LSTM, BILSTM, SARIMAX, and DNN), indicat-
ing that hybrid NFBP model has a higher prediction accuracy.

• The magnitude of normalized metrics (Willmott’s Index (𝐸𝑊 𝐼 ),
Nash–SutcliffeCoefficient (𝐸𝑁𝑆 ) and the Legates & McCabe’s
(𝐸𝐿𝑀 ) Index of Agreement) for NFBP model are higher than
that of the benchmark models, which shows a higher prediction
capability of the NFBP.

• The positive value of promoting percentage error (𝜆𝑅𝑀𝑆𝐸 ,
𝜆𝑅𝑅𝑀𝑆𝐸 and 𝜆𝐴𝑃𝐵), DM and HLN Statistic further indicate that
the NFBP model has higher prediction accuracy and stability than
the other seven benchmark models.

• In terms of interval prediction, at 95% confidence level, PINAW
values of NFBP, CBILSTM, LSTMCNN, CGRU, LSTM, BILSTM,
SARIMAX, and DNN in 0.5-hr ahead prediction are ≈0.024,
≈0.027, ≈0.027, ≈0.026, ≈0.026, ≈0.027, ≈0.026, and ≈0.029,
respectively, indicating that the proposed NFBP model shows
superiority in interval prediction, whose 𝑃𝐼 has higher interval
coverage and narrower interval width.
25
In conclusion, the proposed NFBP integrated with KDE is a promis-
ing prediction tool demonstrating a significant advantage in precise
point prediction and reliable interval prediction than the benchmark
models. These results indicate that the proposed model (NFBP) can also
offer a new research idea for the other datasets with seasonal fluctua-
tions in many other fields, including monthly/seasonal air pollutants
concentrations, economic indicators, hydrology, solar, wind and so on.
While the proposed model exhibits commendable performance, further
enhancement is possible through time-series decomposition methods
like variation mode decomposition or empirical mode decomposition.
Hybridization can be pursued by combining the proposed NFBP with
other deep learning models (e.g., LSTM, DNN, CNN) for more effective
feature mapping. Integrating weather-based parameters as exogenous
variables holds potential to augment the model’s performance. No-
tably, this study employed grid search for Mean Integrated Squared
Error (𝑀𝐼𝑆𝐸) to estimate KDE hyperparameters; however, 𝑀𝐼𝑆𝐸’s
sensitivity to outliers, uniform error treatment, limitations in capturing
asymmetry, and potential trade-offs warrant careful consideration, in-
cluding the risk of sacrificing interval forecast accuracy. Future work
will explore decomposition methods, exogenous variable integration,
and the utilization of Quantile Loss, Kullback–Leibler Divergence, and
Probability Integral Transform for probabilistic prediction.
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Appendix A. Acronyms

Table A.1 provides the acronyms used in this paper.

Appendix B. Further results and discussions

Box plots of the model error, represented as |𝑃𝐸|, for the proposed
NFBP and the benchmark models are presented in Fig. B.1. Evidently,
the absolute Prediction Error (|𝑃𝐸|) distribution generated by the
proposed NFBP model for all prediction time horizons is relatively
smaller (when few outliers are disregarded) compared to CBILSTM,
LSTMCNN, CGRU, LSTM, BILSTM, SARIMAX, and DNN models. The
proposed NFBP model, therefore, achieved the best accuracy at three
distinct prediction horizons, as shown by the frequency distribution
plots and the box plots.

Each model’s 𝐺𝑃𝐼 was examined and the models were categorized
as a result. The model with the highest 𝐺𝑃𝐼 value was deemed the
best in the selected case. Fig. B.2 shows the 𝐺𝑃𝐼 values for each
model. NFBP model has the best performance for prediction of 𝐺 for
three prediction horizons with 𝐺𝑃𝐼 ≈ 0.2, ≈ 0.8, and ≈ 0.9 for
0.5-hr ahead, 6-hr ahead and day-ahead prediction. For 0.5-hr ahead
prediction, CGRU (≈0.06) is second best model followed by LSTM
(≈0.02), CBILSTM (≈0.009), BILSTM (≈−0.05), LSTMCNN (≈−0.03),
DNN (≈−0.12), and SARIMAX (≈−0.26) models. For 6-hr ahead predic-
tion, LSTMCNN (≈0.09) is the second best model, followed by BILSTM
(≈0.023), CGRU (≈0.015), CBLSTM (≈ −0.004), LSTM (≈−0.09), DNN
(≈−0.26), and SARIMAX (≈−0.52) models. Similarly, for the day ahead
prediction, DNN (≈ 0.03) is the second best model, followed by CBLSTM
(≈0.02), LSTMCNN (≈0.004), BILSTM (≈−0.004), CGRU (≈−0.006),
LSTM (≈−0.009), SARIMAX (≈−0.07) models. Similar to the find-
ings from previous comparative studies, we see that NFBP models
offered better accuracy results than the other models for three different
prediction horizons.
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