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A B S T R A C T

This paper presents an exploration, study, and comparison of various alternatives to enhance the capabilities
of an end-to-end control system for autonomous driving based on imitation learning by adding visual memory
and kinematic input data to the deep learning architectures that govern the vehicle. The experimental
comparison relies on fundamental error metrics (MAE, MSE) during the offline assessment, supplemented
by several external complementary fine-grain metrics based on the behavior of the ego vehicle at several
urban test scenarios in the CARLA reference simulator in the online evaluation. Our study focuses on a
lane-following application using different urban scenario layouts and visual bird-eye-view input. The memory
addition involves architectural modifications and different sensory input types. The kinematic data integration
is managed with a modified input. The experiments encompass both typical driving scenarios and extreme
never-seen conditions. Additionally, we conduct an ablation study examining various memory lengths and
densities. We prove experimentally that incorporating visual memory capabilities and kinematic input data
makes the driving system more robust and able to handle a wider range of challenging situations, including
those not encountered during training, in terms of reduction of collisions and speed self-regulation, resulting
in a 75% enhancement. All the work we present here, including model architectures, trained model weights,
comparison tool, and the dataset, is open-source, facilitating replication and extension of our findings.
1. Introduction

Making cars and robots capable of driving by themselves has been
a topic of interest in both research and industry for the past years
and seems to be a topic that will have a wide impact on day-to-day
life in the coming years too [1]. The potential benefits of autonomous
driving cars and robots are enormous, including improved traffic safety
and security, as well as more optimized mobility for individuals and
globally.

Typically, this autonomy is divided into 6 levels, as described by the
SAE J3016 Standard, from no automation (0) to full automation (5),
where human intervention is not needed in any situation. Some cur-
rent commercial solutions (e.g., Tesla, Waymo, Cruise, etc.) implement
levels 2–3 and even some 4 autonomy capabilities, but most benefits
come at levels 4 and 5, which still need more progress in research
and industry. Some competitions are also helping to advance in this
research topic, including DuckieTown [2], AWS DeepRacer [3], and
F1TENTH [4].

Although research examples in autonomous driving appeared sev-
eral years ago [5], interest in this field has risen significantly thanks
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to the latest advancements in deep learning, especially with the inclu-
sion of specialized hardware (GPUs), the development of large open
datasets [6], and specialized simulators like CARLA [7] or TORCS [8],
and advancements in previous techniques, such as CNN [9]. Deep
learning and artificial intelligence-based solutions help to improve
the results of this perception and control problem, although their
application area expands across multiple domains [10–12].

The methodologies for autonomous driving control solutions are
usually divided between modular and end-to-end pipelines. The first
one includes several modules [13] whereas the end-to-end [14–16]
pipeline generates control decisions based on the direct understand-
ing of the input. Vision-based end-to-end autonomous driving has
gained significant traction in recent literature but still presents some
limitations [17] and challenges [18]. It is an integral segment of accu-
mulating exteroceptive information about the surrounding environment
of the vehicle [19–21]. Using vision for end-to-end imitation learn-
ing [22] control of autonomous vehicles was proposed by NVIDIA’s
PilotNet [23] framework where the goal was to deliver steering control
commands based on raw frontal images with the help of a CNN.
This was further analyzed by augmenting fully connected layers to
vailable online 6 July 2024
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Fig. 1. Details of the deep learning architectures compared in this work. One of them is memory-less and the other three are visual memory-based. A variation of each of them
also receives kinematic data input. Layers and input data marked in red are the modifications proposed in this work based on baseline architectures.
a CNN [24] to achieve performance comparable to a human driver.
Simulated images have also been used by [25] to study the importance
of road-related features in the images. Even input commands have been
considered for managing vehicle behavior [26], as well as solutions
based on reinforcement learning [27,28]. While all the above contri-
butions considered utilizing the spatial features of the camera image
inputs, [29] proposed the addition of temporal analysis using memory-
based deep neural networks, examining the importance of LSTMs and
convolutional layers with LSTMs respectively.

This use of memory-based solutions has also been explored pre-
viously in different research publications. For instance, in [30], re-
searchers combined CNN and LSTM layers in their architecture, and
in [31,32], they used analogous approaches combining ConvLSTM
modules for capturing the temporal information of the data input
for generating the control commands of the vehicle. Long Short-Term
Memory networks (LSTMs) [33] are a special type of recurrent neural
network (RNN), that are specialized in learning temporal dependencies
that are present in the dataset. A variation of the LSTMs are convolu-
tional LSTM (ConvLSTMs) [34], architectures that include convolutions
and can learn these temporal dependencies from sequences of images.
3D convolutions (Conv3D) are another commonly used architectural
layer when the temporal dependencies need to be learned.

When understanding and assessing the performance of different
solutions for end-to-end imitation learning control of an autonomous
car/robot, loss metrics are very important. Some commonly used met-
rics include mean absolute error (MAE) and mean squared error (MSE).
These metrics show the similarity of the model outputs to the super-
vised outputs on a test set of the dataset extracted from the expert. In
addition to these, it is also important to measure the actual performance
of the model when driving the car in test scenarios as these systems
ultimately need to operate in real-time on actual vehicles [35]. While
it is useful for better understanding the system, it can be difficult
to quantify. When considering urban scenarios, these external metrics
could include whether the model commits a traffic violation (collisions
or lane invasions) or the effective interval completed distance in a fixed
experimental time-lapse. Previous research has extensively examined
this question, yielding a plethora of metrics and evaluation techniques
customized to distinct elements of autonomous driving systems and
varying operational contexts [36–39].

There is a diverse range of datasets available for various tasks
in autonomous driving. For instance, comma AI [40] and Udacity
datasets [41] are dedicated to the lane-following problem and provide
car speeds. Other datasets focused on visual perception for autonomous
2

driving, such as BDD100K [42] or nuScenes [43], are also available.
However, since the focus of this manuscript is lane-following in urban
scenarios using CARLA simulator, we cannot utilize these datasets. In
Section 2, we provide a detailed explanation of a newly generated
dataset that utilizes expert data.

The research hypothesis for this paper is that integrating visual
memory capabilities into the deep learning architecture and kinematic
input data improves the quality of the generated robot control behavior.
Specifically, it aims to enhance system robustness in previously unseen
situations and improve speed self-regulation. We introduce several
contributions.

• First, we explore and compare various alternatives to enhance
end-to-end autonomous driving capabilities by adding visual mem-
ory and kinematic input data. These enhancements include deep
learning architectural modifications and different sensory input
types for the memory additions and sensory input modification
for the kinematic data input.

• Second, we perform an offline evaluation of each approach us-
ing fundamental error metrics (MAE, MSE), proving that these
metrics are not enough for a reliable comparison.

• Third, we conduct an online evaluation of each approach in
regular conditions similar to the ones in the dataset using the
state-of-the-art autonomous driving simulator CARLA in urban
scenarios, targeting a follow-lane application. We employ Behav-
ior Metrics [44], a software tool that facilitates the assessment of
different approaches to end-to-end imitation learning, which we
also describe.

• Fourth, we evaluate the models in never-seen situations to under-
stand their generalization capabilities, demonstrating that models
with visual memory and kinematic input present improvements in
these settings and understanding how and how much the addition
of memory and kinematic data enhances driving behavior and
when it can have a significant impact.

• Fifth, we conduct ablation studies of the visual memory length
and density to identify the optimal combinations.

• Sixth, we release all the materials including models, architectures,
and datasets, as open-source, along with the comparison software.

2. Kinematic-infused and visual memory end-to-end control based
on imitation learning

This section introduces the system developed, which consists of dif-
ferent deep learning architectures (see Fig. 1), some of them with inner

memory capabilities. These architectures are trained using imitation
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Fig. 2. End-to-end autonomous driving pipeline using Behavior Metrics software and a robot controller based on a deep learning model that controls the vehicle based on its
sensory data.
learning for a lane-follow problem and with a range of sensory input
data. We have used 8 deep learning architectures based on an end-to-
end approach. They use as input at least a sensory image and generate
motor control commands for an ego vehicle in a reactive control loop.

We focus our work on the implications in the final behavior of
the robotic system of the addition of visual memory and kinematic
data to the models. The perception data used as input is a simplified
processed data from the sensory data. While these adjustments have
been previously introduced in other studies, as detailed in Section 1,
our current work focuses on studying and assessing their impact on
the ultimate control behavior of the vehicle through comprehensive
experimental validation. Instead of directly using the frontal camera of
the car, for this work we used a bird-eye view of the scenario, removing
part of the complexity that the system needs to perceive (shadows,
weather, different textures...). The bird-eye view used is a segmented
image including only the key components of the scene (see Fig. 2 for
an example). In this case, we only need the car position information
and the lanes that surround the vehicle. The approaches are trained
and tested in the variety of towns that CARLA includes.

An imitation learning approach is used for training the neural
architectures. In this approach, an expert agent drives along the towns
while the sensory information and the behavior are recorded (behavior
cloning). The sensory data in this scenario includes the bird-eye view,
current vehicle speed (kinematic data), and the behavior includes
normalized information about control commands (throttle, steer, and
brake). Using the information extracted from the expert agent as su-
pervised output for training, the final trained agent should mimic the
behavior of the former, if the dataset is varied enough. To give the
models an understanding of different situations, four urban environ-
ments were used for training the models: Town01, Town03, Town05 and
Town07 (see Fig. 3). These towns include various common scenarios
that a vehicle could be exposed to, including urban scenarios with
different numbers of lanes, turn layouts, and road types like urban or
highways. Town02 is used for testing the trained models, as explained
in depth in Section 4. The expert agent used is the rule-based autopilot
included in the simulator, which can drive in different urban scenarios
and has access to privileged simulation information. We used only
one vehicle model to maintain a similar visual structure and physics
behavior when driving.

We have explored four different deep learning architectures: one
without memory, and three with visual memory. To augment our
investigation, we have introduced additional kinematic input data to
the baseline models, resulting in eight distinct models (see Fig. 1 for
a detailed view of each architecture and group). We introduce modi-
fications to two architectures (PilotNet and DeepestLSTMTinyPilotNet)
from previous literature, while the remainder represents evolutionary
developments from the baselines. The chosen deep learning archi-
tectures are characterized by their shallow, visual-based, end-to-end
3

design, prioritizing simplicity and efficiency, as highlighted in prior re-
search [45]. Our strategy for modifying these architectures is centered
on preserving simplicity rather than embarking on a complete redesign
to formulate entirely novel models.

2.1. Memory-less deep learning architecture

In the first group, we consider the architectures whose input only
includes the visual sensory information at the current time, a sin-
gle image, and no architectural modules that could be considered as
memory, such as LSTM cells. We include here PilotNet*. PilotNet [46]
was proposed in a previous work on end-to-end imitation learning
for steering control. In this case, we have extended it to support
throttling and braking (PilotNet*), considering that this information is
also available from the expert agent. This architecture is specialized in
understanding the context of an input sensory image and generating
control commands for the ego vehicle.

• PilotNet*: a powerful network that combines a convolutional
backbone with some connected layers and an output of the control
commands.

2.2. Deep learning architectures with visual memory

In the second group, we describe three architectures with visual
memory. We include here DeepestLSTMTinyPilotNet* and two archi-
tectures especially created for this work. DeepestLSTMTinyPilotNet is
an architecture that was proposed in a previous work on end-to-end
imitation learning for steering control where they only used one image
as input and two architectures created for this work that are extensions
of PilotNet*. Again, we have extended them to support throttling and
braking (DeepestLSTMTinyPilotNet*), considering that this information
is also available from the expert agent. The two architectures created
for this work, namely PilotNet*x3 (Conv3D) and PilotNet*x3 (TimeDis-
tributed), receive visual sensory information from the current time
instant and additionally, information from preceding instants. We study
whether this additional information helps vehicle control in some sce-
narios or situations. We explore two different variations for extracting
knowledge from the visual data input, Conv3D and TimeDistributed.

• DeepestLSTMTinyPilotNet*: update of PilotNet architecture
model making it smaller, reducing the number of convolutional
and fully connected layers. It has some ConvLSTM layers that
add some memory information. It only uses an image as input,
instead of taking full advantage of the LSTMs modules using
several images as input.
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Fig. 3. Set of urban environments in CARLA used.
• PilotNet*x3 (Conv3D): based on PilotNet*. In this variation,
the convolutional part is replaced by a 3D convolutional back-
bone that extracts the temporal information and understands
the content of the visual data. The second part of the architec-
ture maintains the PilotNet* structure and again generates the
collection of control commands for the vehicle.

• PilotNet*x3 (TimeDistributed): based on PilotNet*. In this vari-
ation, the model extracts information from the provided visual
data from each image, combining the extracted features after the
convolutional backbone and using LSTM modules for extracting
the temporal information. The final fully connected layers in-
cluded in PilotNet* are removed from this approach since the
LSTM modules are enough for finally generating the control
commands for the vehicle and understanding the global context.

2.3. Deep learning architectures with kinematic data as input

The previous four architectures have been also extended with an
additional variation of sensory input using kinematic data. In this vari-
ation, the same architectures are used with a modification in the
input sensory data, including information about the current ego vehicle
velocity that we named kinematic data (e.g. 20 km/h). This exploration
is motivated by the widespread availability and easy access of this
data in vehicles. We also consider the high safety standards needed for
an autonomous driving system and recognize the pivotal significance
assigned to the system’s speed in this matter. The additional velocity
data is included as an additional channel to the visual data, without
modifications to the described layers. The extra channel is uniformly
filled with the normalized speed, scaled between 0 and 1. For the
architectures with visual memory that receive more than one image as
input, the ego vehicle speed is added as a new channel in the images,
including the current velocity at the specific instant of each frame. We
opt for this data input format to maintain the architecture under study
without alterations, ensuring a fair comparison can be conducted.
4

2.4. Training

The training procedure varies slightly between the approaches con-
sidering their data structure, although we use the same amount of data
for all the presented models. For the architectures considered memory-
less, all the data collected from the expert is divided and shuffled as
in a common machine learning workflow. We collected data at a rate
of 20 images per second, so (𝑡, 𝑡 − 5, and 𝑡 − 10), which is the input
for models that receive more than one frame, is half a second. For the
memory-based architectures, we first generated mini-sequences using a
sliding window of three data points with temporal relationships before
shuffling.

A collection of image data augmentations is included in the training
procedure. We include modifications of brightness, contrast, gamma
channel, hue saturation, PCA color augmentation, gaussian blur, and
horizontal affine transformations. This augmentation is conducted us-
ing Albumentations [47]. We found horizontal affine augmentations to
be important in the final behavior of the model and its generalization.
Using imitation learning, the model can learn the behavior displayed
in the dataset but struggles when the test data differs even a little
bit from the training data distribution, as empirically proved in pre-
vious works [48]. With horizontal affine augmentation, the model can
generalize better and provide good behavior in test scenarios that are
slightly different from the rest of the data distribution. For example
when approaching a turn a few centimeters away from the center of
the lane (see Fig. 4). We use mean squared error as the loss function
during training.

3. Measuring end-to-end imitation learning for robot control

For measuring the quality of robot behavior in autonomous driving,
the common metrics used in machine learning are not enough to
understand whether a model behavior is proficient or not. Typically,
MSE or MAE are commonly utilized to calculate the loss of the model
during training. They are good indicators, but not enough to assess
robot application quality as they only measure the similarity of the
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Fig. 4. Affine image date augmentation example. From the training example on the
left, new examples are generated modifying the steering command accordingly.

model output and the supervised output at each instant. They do not
take into account the future effects of control decisions, so a neural
model with low loss may still exhibit poor robot behavior. In an end-to-
end control system, previous decisions and the current vehicle situation
play an important role in the next evolution of the situation. A previous
inadequate decision a few seconds ago could lead to a very difficult
situation now.

For assessment of such control systems, the external global holistic
metrics do take into account such effects and others, and provide a
more reliable indicator of the quality of the robot behavior. They are
typically application-specific.

In addition to the common metrics with supervised data, we use
as part of our experimental methodology a complete software tool
for experimental validation of the models in simulation, called Behav-
ior Metrics (see Fig. 2 for a view of its architecture), with a set of
complementary global holistic metrics.

Behavior Metrics [49] is a software tool built on top of an au-
tonomous driving simulator, in this case, CARLA, for running experi-
ments and comparing different robot controllers fairly. It uses a ROS
bridge for the communication between the tool and the simulator. It
includes support for CARLA and Gazebo simulators. The tool allows
the implementation of experiments in batches and easy comparisons of
different robot controllers with the same metrics. Moreover, it facili-
tates assessment not only based on supervised data but also on holistic
metrics. The robot controller is the master brain of the vehicle, which
generates control commands based on the sensory input following
an end-to-end approach. In this case, the sensory data is limited to
bird-eye view images and kinematic states (vehicle speed). Inside the
controller, a deep learning model, an explicitly programmed controller,
or a reinforcement learning algorithm performs the decision-making.
For this work, deep learning models control decision-making. The
software provides the sensory data to the controller and manages the
communication module that sends the control commands to the vehicle
(throttle, steer, and brake).

The software tool runs the experiments in batches, so we have
compared the different models in different urban environments and
situations at the same time, with a common framework and in the
same hardware. This configuration allows easy and fair comparison of
the models with holistic metrics complementing the common machine
learning metrics and the ones provided by the simulator itself.

Behavior Metrics supports the standard vehicle sensors compatible
with CARLA. However, for this project, we have only utilized the bird-
eye view sensor and the kinematic data (vehicle speed). We have also
5

taken advantage of the varied range of simulation towns, vehicles, and
settings that CARLA provides to test our models. The measurements
we have taken include both common values provided by the simulator,
such as collisions and lane invasions, as well as additional data that
further illustrates the vehicle’s behavior. This is particularly impor-
tant, as the specific metrics used in the CARLA Autonomous Driving
Leaderboard1 do not suit our objectives. In the experiments described
in Section 4, we have used some of the most relevant metrics, which
are:

• Effective completed distance: distance navigated during the
experiment that covers the town lanes. If the car drives outside a
lane, that distance is not counted.

• Position deviation mean per km: positional deviation from the
center of the lane per km, considering it to be the best possible
trajectory for the vehicle.

• Controller iterations frequency: this number gives an intuition
about the computation load of the robot controller and the system
in general.

• Collisions per km: number of collisions per km of the vehicle
with other elements in the environment.

• Lane invasions per km: number of lane invasions per traveled
km.

• Vehicle jerk in control commands per kilometer: metric for
understanding how much the control commands differ between
time steps. If this number is low, it shows a smooth control
behavior.

• Vehicle jerk in velocity per kilometer: metric for understanding
how much the velocity changes per time step. It indicates whether
the conduction is aggressive of smooth.

• Average speed: average speed driven by the ego vehicle.

4. Experiments

In this section, we present a series of experiments for the validation
of the models and understanding of the implication of memory in the
behavior of the robot in different situations. As described in previous
sections, we have four different deep learning models trained on an
imitation learning basis with two variations for each one. We use
Behavior Metrics with CARLA as software for experimental validation
of the models, along with the typical loss metrics discussed previously.

All the different experiments are easily reproducible, with the
model’s weights, architectures, and the tool for simulation and ex-
periment available open-source [50]. Tensorflow has been used for
programming and training the different deep learning architectures. 2
Nvidia GeForce RTX 3090 GPUs were used as hardware when running
the experiments.

The number of control decisions per time stamp is important in
this type of robotic scenario but we do not study its implications
experimentally in the present work and we leave it for other studies.
We consider a scenario where the number of iterations of the controller
is high enough for the correct control of the vehicle.

We provide six experiments, where the eight models are evalu-
ated to understand their differences. The models are tested using a
never-seen scenario (Town02). In addition, we explore a lane-following
scenario with no other vehicles or obstacles involved. Traffic lights and
signals are also ignored in these experiments since they remain out of
the scope of this study, the implications of including memory in the
robot control. In the case of an intersection, the vehicle learns to follow
a policy of going straight through it, based on the dataset provided
by the expert agent and the imitation learning policy. The starting
position is random among a set of points for each town, considering that
the vehicle can drive lane-following for at least a few hundred meters

1 https://leaderboard.carla.org/

https://leaderboard.carla.org/
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Table 1
MAE and MSE metrics comparison for each trained model using test data from the
dataset. Four different architectures are tested with visual memory and kinematic input
(vehicle speed). ✔: supported. ✘: unsupported.

Model Visual
memory

Kinematic
input

MAE
test

MSE
test

PilotNet* ✘ ✘ 0.0507 0.0177
PilotNet* ✘ ✔ 0.0332 0.0086

DeepestLSTMTinyPilotNet* ✔ ✘ 0.0662 0.0196
DeepestLSTMTinyPilotNet* ✔ ✔ 0.0456 0.0094

PilotNetx3* (Conv3D) ✔ ✘ 0.0295 0.0082
PilotNetx3* (Conv3D) ✔ ✔ 0.0074 0.0079

PilotNetx3* (TimeDistributed) ✔ ✘ 0.0289 0.0077
PilotNetx3* (TimeDistributed) ✔ ✔ 0.0069 0.0086

without interfering with situations that differ widely from the training
dataset. We provide results for each described architecture to display
its behavior in different situations and to extract a deeper insight into
how each architectural modification or change in input data affects the
final performance.

We do not provide experimental results comparison with the origi-
nal PilotNet or DeepestLSTMTinyPilotNet architectures from the papers
where they were proposed since our architectures feature distinct
output configurations, as elaborated in Section 2. Conducting a fair
comparison is not feasible due to these inherent differences. We also
omit a comparison with prior baseline methods as our research inquiry
focuses on whether the incorporation of kinematic input and visual
memory to shallow visual-based end-to-end deep learning models,
employing imitation learning, can lead to improvements in control
performance in certain situations. While existing state-of-the-art models
are engineered for a broad spectrum of tasks, they frequently integrate
numerous sensors, employ deeper and more intricate architectures,
and rely on extensive datasets. Previous studies emphasize the impor-
tance of compact and efficient deep learning networks for autonomous
driving, which are adaptable for deployment across diverse devices
with varying hardware capabilities. Our methodology prioritizes the
simplicity of our models.

4.1. Comparison of models using common ML metrics

In Table 1, the best values obtained for MAE and MSE in the test set
of the supervised dataset for each of the models are displayed. These
values are better for the models whose input is kinematic sensory data,
with a 90% reduction in MAE and 60% in MSE comparing the best and
worst obtained results for each metric. This suggests that models with
kinematic data are better at imitating the supervised datasets. They
adeptly encapsulate the correlation between inputs and outputs.

These results are relevant indicators, but not enough for a reliable
comparison of the models’ final control behavior due to the high variety
of situations that the vehicle could encounter at simulation test time
and other variables that are involved in its quality such as the number
of control commands per second that the model can generate. Inferring
a single non-ideal control command to the robot actuators in a key
moment may have worse consequences in robot performance than
many non-ideal commands in harmless moments. To understand the
complete behavior of the robot controller, a comparison in simulation
should be conducted. Even so, we include this comparison with the
supervised dataset since it is standard in machine learning research
although for robotics applications these metrics are not conclusive
to indicate good performance, good robot behavior. We need further
experimental validation for the validation of the models, which is
6

conducted in the following subsections.
4.2. Behavior in test scenario with top speed regulation

In this experiment, all the models are evaluated in the test scenario
(Town02), as a lane-following vehicle. Each experiment is conducted
five times starting from a random position in the test scenario. This
is the most simple and common scenario, where the vehicle follows a
lane using a reactive controller which calls the inference of a neural
model on each iteration to generate the motor commands. The expert
agent used for recording the supervised samples included in the training
dataset has a top speed of 30 km/h. In this experiment, the models
without kinematic sensory data also include a limit of 30 km/h to
make a fair comparison, the vehicle speed is truncated when this
limit is reached. In Section 4.3 the comparison without this top speed
limitation is also studied.

In Table 2, we can see the results for the different models (columns)
and the measured metrics (rows) in a test circuit, Town02. The Success-
ful experiments metric is the most informative. It represents the number
of experiments completed by the vehicle without collisions and without
exceeding the maximum speed (30 km/h) out of the five runs. We also
require that the agent reaches the average speed of the expert agent
which is between 25 and 30 km/h to be considered successful.

The differences in this point are small. All the architectures can
complete the experiments successfully, without collisions, and with an
adequate average speed. The Effective completed distance is similar for
all of them and the Positional deviation mean per km from the center of
the lane is low. The Vehicle jerk for both control commands and velocity
is also low, which translates to smooth and safe driving. The Controller
iterations frequency is also adequate for the experiment. Although some
of the models experiment some lane invasions, they are not problematic
since the numbers are low and they do not cause collisions.

4.3. Studying the model without top speed limitation

In the previous experiments, some robot controllers needed a max-
imum speed limit like the one provided by the expert agent (30 km/h)
to drive correctly. In this new experiment, we explore how removing
that top boundary affects the behavior of the models. The rest of the
experimental setup remains unchanged.

In Table 3, we can see the results of this experiment on Town02.
We exclusively account for experiments without collisions in the table
for all metrics, except for Collisions per km and Lane invasions per
km. We can observe that models without memory or with only visual
memory capabilities are more prone to collisions when the speed limit
is not controlled. Looking at their Max. speed or Average speed, we can
understand that they are not able to learn how to maintain a safe
speed (30 km/h), self-regulating it, which leads to failure in all the
experiments. For the models with kinematic sensory data input, the
results are the same as in the experiment in Section 4.2, since the robot
controllers using these models were already able to drive without a top
speed limit. The interpretation of these results is that the kinematic data
input is key for the robot to understand its state precisely and must be
included in the model as input for proficient behavior.

In Fig. 5, we provide the detail of Effective completed distance and
Max. speed metrics for each model for the case with (Experiment 4.2)
and without top speed restriction (Experiment 4.3). We can see that
models with visual memory and kinematic input can traverse a bit
longer effective distances maintaining a safe top speed. We can also see
that the standard deviation is small and the number of atypical values
is very low. The models’ behavior is always similar. The black dots
represent the mean Max. speed in the experiments. It remains similar
for the cases where the top speed is controlled (top graph) whereas
it generates extremely high value for models without kinematic input

when it is not controlled (bottom graph).
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Table 2
Comparison of models (columns) in different test environments considering some measured metrics (rows) provided by Behavior Metrics. Values
in bold highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnet* DeepestLSTMTinyPilotNet* Pilotnetx3*
(Conv3D)

Pilotnetx3*
(TimeDistributed)

Visual memory ✘ ✘ ✔ ✔ ✔ ✔ ✔ ✔

Kinematic input ✘ ✔ ✘ ✔ ✘ ✔ ✘ ✔

Effective completed
distance (m)

820.6 868.9 830.6 846.6 902.6 875.2 889.0 852.3

Position deviation
mean per km (m/km)

0.25 0.26 0.22 0.33 0.24 0.25 0.29 0.29

Controller iterations
frequency (Hz)

18.32 18.40 18.25 18.05 17.10 17.05 17.65 17.51

Vehicle jerk
in control commands
per kilometer

0.31 0.19 0.16 0.15 0.18 0.12 0.19 0.12

Vehicle jerk
in velocity
per kilometer

0.34 0.33 0.30 0.31 0.33 0.49 0.34 0.51

Average speed (km/h) 24.71 26.78 25.01 26.41 27.51 26.77 27.15 26.21

Max. speed (km/h) 31.35 30.08 31.30 29.92 31.57 31.25 31.50 30.98

Experiments with
collisions

0/5 0/5 0/5 0/5 0/5 0/5 0/5 0/5

Collisions
per km

0 0 0 0 0 0 0 0

Lane invasions
per km

0 0.46 0 3.08 0 0.46 0 0

Successful
experiments

5/5 5/5 5/5 5/5 5/5 5/5 5/5 5/5
Table 3
Comparison of models in different test environments without top speed limit considering metrics from Behavior Metrics. Bold values (excluding
Successful experiments) indicate changes in results from previous experiment results. Values in red bold and bold for Successful experiments
highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnet* DeepestLSTMTinyPilotNet* Pilotnetx3*
(Conv3D)

Pilotnetx3*
(TimeDistributed)

Visual memory ✘ ✘ ✔ ✔ ✔ ✔ ✔ ✔

Kinematic input ✘ ✔ ✘ ✔ ✘ ✔ ✘ ✔

Effective completed
distance (m)

946.3 868.9 962.0 846.6 994.8 875.2 1083.0 852.3

Position deviation
mean per km (m/km)

0.23 0.26 0.21 0.33 0.28 0.25 0.28 0.29

Controller iterations
frequency (Hz)

17.34 18.40 16.11 18.05 17.09 17.05 17.65 17.51

Vehicle jerk
in control commands
per kilometer

0.28 0.19 0.15 0.15 0.18 0.13 0.17 0.12

Vehicle jerk
in velocity
per kilometer

0.26 0.33 0.22 0.31 0.25 0.49 0.21 0.51

Average
speed (km/h)

30.37 26.78 30.13 26.41 31.72 26.77 38.82 26.21

Max. speed (km/h) 53.20 30.08 47.93 29.92 50.15 31.25 59.18 30.98

Experiments with
collisions

5/5 0/5 1/5 0/5 3/5 0/5 4/5 0/5

Collisions
per km

2.09 0.0 0.32 0.0 0.95 0.0 1.45 0.0

Lane invasions
per km

2.24 0.46 0.71 3.08 0.87 0.46 1.05 0.0

Successful
experiments

0/5 5/5 0/5 5/5 0/5 5/5 0/5 5/5
7
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Fig. 5. Effective distance completed with 30 km/h restriction (top) and without (bottom). The right 𝑦-axis shows the vehicle’s maximum speed (represented using black dots).
M: no memory. VM: visual memory. KI: kinematic input.
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.4. Taking the control of a fast-moving car

In this experiment, the robot controller with the deep learning
odel is suddenly connected to a vehicle that is already running at
igh speed, in this case, 50 km/h and 70 km/h. Once the vehicle
eaches that speed, the model starts generating control commands for
he car (throttle, steer, and brake) and we test whether the model
an control that unseen extreme situation or not. In this situation, the
ehicle should react fast to regain control over the car. This situation
alls outside of the training dataset distribution.

In Table 4, the results of the experiment are shown. We only
onsider architectures with kinematic data as input, since we have
lready proved it to be necessary for proficient control. We can see
hat the only models able to gain back control and reduce the speed
re the ones with visual memory and kinematic input for the 50 km/h
ase and only one of them for the 70 km/h case. This is a clear
ign of the advantages of adding both types of features. In certain
cenarios, both visual memory and kinematic input data help take back
ontrol of the car. In the experiments, the vehicle reduces the speed
o the learned behaviors (less than 30 km/h) and then starts driving
s usual, as shown in Fig. 6. In the depicted figure, we illustrate both
istinct behaviors observed in our experiment. Firstly, we showcase the
ehavior of a model with both visual memory and kinematic input,
emonstrating its ability to recover from perturbations and maintain
orward progress. Conversely, we present another scenario featuring a
8

odel solely relying on visual memory where it is unable to recover
nd reduce the speed and it finally generates a collision. We can also
ee that a model with both memory types can take back the control,
educing the speed to the known point (30 km/h). On the contrary, for
he model without memory, the ego vehicle continues driving at this
op speed and control is not possible, quickly causing a collision. For
he extreme case of 70 km/h, we can see that only PilotNetx3*(Conv3D)
an control the car and reduce the speed to a known state. This could
e attributed to the enhanced memorization capabilities that Conv3D
rovides. Considering the metric of Average Speed, favorable outcomes

similar to the expert agent are observed when the model operates
without incurring collisions.

4.5. Robustness to sensory manipulation

The next experiment tests the robustness of the models to a series of
perturbations in the sensory data. In this case, we imagine a case where
input data suffers some alterations, as it could occur in a real-world
situation, and test how the memory helps in the control problem. Since
the common input data for all the models is the visual data, we alter
that information and study its implications considering the memory
capabilities. In this case, we drop out randomly some parts of each of
the visual data used as input. We again only consider architectures with
kinematic data input since we have already proved it to be necessary.

In Table 5, the results of these experiments are displayed for Town02
or a percentage of dropout of 50% and 90% (see Fig. 7 for an example).
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Fig. 6. Example of activating the vehicle autonomous driving system at a high-speed situation. On the left, the model with visual memory and kinematic input can restore the
speed to the known point and continue driving. On the right, the model with only visual memory is not able to restore the speed and it collides due to the high speed.
Table 4
Comparison of models in a high-speed scenario where the model takes control when the ego vehicle is already at a speed
of 70 km/h. For the Average speed, we only consider experiments without collisions. This experiment is tested in Town02.
Values in bold highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnet* DeepestLSTMTinyPilotNet* Pilotnetx3*
(Conv3D)

Pilotnetx3*
(TimeDistributed)

Visual memory ✘ ✔ ✔ ✔

Kinematic input ✔ ✔ ✔ ✔

Speed 50 km/h

Experiments with
collisions

5/5 0/5 0/5 0/5

Average
speed

– 27.18 27.07 26.82

Collisions
per km

46.51 0.0 0.0 0.0

Successful
experiments

0/5 5/5 5/5 5/5

Speed 70 km/h

Experiments with
collisions

5/5 5/5 0/5 5/5

Average
speed

– – 29.92 –

Collisions
per km

27.25 29.95 0.0 26.95

Successful
experiments

0/5 0/5 5/5 0/5
We again only consider Succesful experiments those without collisions
and with an average speed close to the one provided by the expert
agent. We can see that with a percentage of 50% of dropout, only
two models are successful, PilotNet* and PilotNetx3*(TimeDistributed).
The explanation for these results could be that DeepestLSTMTinyPi-
lotNet* and PilotNetx3*(Conv3D) are reliant on the visual data that
they receive (the first one includes ConvLSTM layers and the second
one Conv3D layers) whereas the successful models while relying on
visual data, they are more prone to consider kinematic input. For
the extreme case of 90%, only PilotNetx3*(TimeDistributed) is still
successful, which can be attributed to the visual memory capabilities.
9

Each model with visual memory includes different ways of introducing
it, and some of them are more important in certain extreme scenarios
such as this one.

4.6. Visual memory length and density comparison

In this experiment, we evaluate the model’s memory capabilities in
terms of the length and density of the visual input data. Memory length
refers to the amount of information that the model receives. In this
case, we evaluate the implications of adding more visual input data. In
Section 2.4, we describe that the visual memory used for training the
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Table 5
Comparison of model performance modifying the input sensory information. For the Average speed, we only consider
experiments without collisions. Values in bold highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnet* DeepestLSTMTinyPilotNet* Pilotnetx3*
(Conv3D)

Pilotnetx3*
(TimeDistributed)

Visual memory ✘ ✔ ✔ ✔

Kinematic input ✔ ✔ ✔ ✔

Percentage 50%

Experiments with
collisions

0/5 1/5 5/5 0/5

Average speed 26.12 22.54 – 25.96

Collisions
per km

0.0 1.52 72.75 0.0

Successful
experiments

5/5 0/5 0/5 5/5

Percentage 90%

Experiments with
collisions

5/5 0/5 5/5 0/5

Average speed – 5.19 – 25.18

Collisions
per km

23.68 0.0 12.31 0.0

Successful
experiments

0/5 0/5 0/5 5/5
Fig. 7. Example of input data: normal (left), broken 50% (middle) and broken 90% (right).
models is (𝑡, 𝑡−5, and 𝑡−10) considering that the sensors and controller
run using 20 frames per second. Considering that the vehicle receives
20 frames per second, the default visual memory used is 0.5 s long.
In this experiment, we evaluate other possible visual lengths (5 and 9
frames). 5 frames is 1 s of memory and 9 frames is 2 s if we consider
that the frame rate is the same. Similarly, memory density refers to
the time gap between frames. For the default configuration, we use (𝑡,
𝑡 − 5, and 𝑡 − 10). For the experiments, we test (𝑡, 𝑡 − 1, and 𝑡 − 2),
(𝑡, 𝑡 − 10, and 𝑡 − 20) and (𝑡, 𝑡 − 20, and 𝑡 − 40). The experiments are
conducted using the models with visual memory that receive several
frames and considering the top speed boundary (PilotNetx3*(Conv3D)
and PilotNetx3*(TimeDistributed)).

In Table 6, we present the results for the different proposed memory
lengths. We can see that adding extra frames does not help for these
models and they start failing when adding them. They are more prone
to collisions and if we look at the Position deviation mean per km, we
can see that greater frame counts correspond to heightened position
deviation. Since the models are simple and based on PilotNet, we can
attribute these results to models that are simple and that cannot under-
stand a lot of frames. While it is conceivable that further architectural
modifications could enhance their capacity to comprehend a wider
10
array of frames, such enhancements are deemed unnecessary for the
present scenario.

In Table 7, we present the results for the different studied memory
densities. A memory with a small density (𝑡, 𝑡 − 1, and 𝑡 − 2) can
drive successfully and we can see that when the space between frames
is widened, the models are more prone to collisions and its Position
deviation mean per km is deteriorated. Similar behavior is observed for
the Position deviation mean per km when the space between frames is
excessively narrow (𝑡, 𝑡 − 1, and 𝑡 − 2). The optimal configuration for
these models and scenarios appears to be (𝑡, 𝑡 − 5, and 𝑡 − 10).

Finally, after the six presented experiments, a summary of the
results obtained in the experiments is displayed in Table 8 with further
elaboration for Successful experiments metric provided in Fig. 8. As
we can see, deep learning models including integrated visual memory
and kinematic input excel in completing experiments, proving their
superiority over other architectures. Although kinematic input con-
tributes positively in certain situations (third column), the combined
effect with visual memory proves most advantageous. Remarkably,
the addition of visual memory alone (second column) shows no dis-
cernible improvements from the baseline, at least within the range of
experiments conducted in this study for the metric examined, which
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Table 6
Comparison of model performance with different visual memory lengths. For the Average speed and Position deviation mean per km, we only
consider experiments without collisions. Values in bold highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnetx3*
(Conv3D)

Pilotnetx3*
(TimeDistributed)

Visual memory ✔ ✔ ✔ ✔ ✔ ✔

Kinematic input ✘ ✘ ✘ ✘ ✘ ✘

Memory length (frames) 3 5 9 3 5 9

Collisions 0 0 1.0 0 0.8 1.0

Average speed 25.18 25.64 – 26.08 26.65 –

Position deviation mean
per km

1.13 1.75 – 1.12 2.02 –

Collisions
per km

0.0 0.0 1.30 0.0 0.0 6.25

Successful
experiments

5/5 5/5 0/5 5/5 1/5 0/5
Table 7
Comparison of model performance with different visual memory densities. For the Average speed and Position deviation mean per km, we only
consider experiments without collisions. Values in bold highlight the most interesting results. ✔: supported. ✘: unsupported.
Map Town02

Model Pilotnetx3*
(Conv3D)

Visual memory ✔ ✔ ✔ ✔

Kinematic input ✘ ✘ ✘ ✘

Memory densities
(frames)

𝑡, 𝑡 − 1, 𝑡 − 2 𝑡, 𝑡 − 5, 𝑡 − 10 𝑡, 𝑡 − 10, 𝑡 − 20 𝑡, 𝑡 − 20, 𝑡 − 40

Collisions 0.0 0.0 0.4 0.6

Average speed 24.96 25.18 26.59 26.07

Positions deviation mean
per km (m/km)

1.39 1.13 1.35 1.89

Collisions
per km

0.0 0.0 5.13 5.12

Successful
experiments

5/5 5/5 3/5 2/5

Model Pilotnetx3*
(TimeDistributed)

Visual memory ✔ ✔ ✔ ✔

Kinematic input ✘ ✘ ✘ ✘

Memory densities
(frames)

𝑡, 𝑡 − 1, 𝑡 − 2 𝑡, 𝑡 − 5, 𝑡 − 10 𝑡, 𝑡 − 10, 𝑡 − 20 𝑡, 𝑡 − 20, 𝑡 − 40

Collisions 0.0 0.0 0.2 0.2

Average speed 25.94 26.08 26.63 26.01

Positions deviation mean
per km (m/km)

1.12 1.12 1.47 1.59

Collisions
per km

0.0 0.0 2.97 3.01

Successful
experiments

5/5 5/5 4/5 4/5
could be a limitation. However, this observation could potentially
change in more complex scenarios including moving obstacles or racing
situations, where visual memory might offer enhanced performance.
Nevertheless, it showcases its importance when combined with the
kinematic input. Notably, successful modifications to the model lead to
consistent success across all trials, whereas unsuccessful modifications
result in complete failure across the experiment. We have proved with
our research and experiments that adding kinematic input (vehicle
speed) data and visual memory improves the general behavior and
robustness of the deep learning model in the end-to-end control of an
autonomous car for a lane-follow application. This augmentation offers
advantages in navigating previously unseen and complex scenarios
11

while adeptly regulating the vehicle’s speed. Significantly, the most
robust models have been obtained by combining both visual memory
and kinematic input data.

5. Conclusions

In this paper, we have presented and studied four different deep
learning architectures and a proposed variation for each of them for
end-to-end robot control based on imitation learning for an autonomous
driving problem. We have studied and proved how adding visual
memory and kinematic input data to the models enhances the quality
of the final control behavior for following the lane. These architectures
are PilotNet*, DeepestLSTMTinyPilotNet*, PilotNetx3* (Conv3D), and
PilotNetx3* (TimeDistributed), with their variation with also kinematic

input. Specifically, we have studied how adding visual memory and
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Table 8
Comparison summary of model performance across presented experiments. The addition of at least kinematic
input data improves the final behavior and adding both types generates gains in certain scenarios. ✔: successful.
✘: failure.

Experiment
Type Visual Visual memory Kinematic input Visual memory

and kinematic input
Behavior in test scenario
with top speed regulation
(Section 4.2)

✔ ✔ ✔ ✔

Studying the model
without top speed
limitation
(Section 4.3)

✘ ✘ ✔ ✔

Taking the control
of a fast-moving car
(Section 4.4)

✘ ✘ ✘ ✔

Robustness to
sensory manipulation
(Section 4.5)

✘ ✘ ✘ ✔
Fig. 8. Comparison summary of model performance enhancements across presented experiments focusing on Successful experiments metric.
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inematic input data to the models improves the performance in certain
ituations (by 75% in Successful experiments), such as taking control of
fast-moving car in never seen before high-speed scenarios or self-

egulating the vehicle speed correctly. The models have been tested
xtensively in diverse simulated urban scenarios with varying layout
esigns, proving the research hypothesis widely.

Incorporating kinematic input data enhances speed control within
he system. Moreover, when adding both visual memory and kinematic
nput data, the vehicle can drive in even more situations and is more
obust to sensor failure or controlling never-seen situations like high-
peed experiments. We have proved that adding at least kinematic
ensory data can help in the final system compared to the situation
here only instant visual perception is used, which leads to a less

omplete context understanding.
We have also studied different visual memory lengths and densities

or extracting insight into how it affects the control system even for
hese simple deep learning architectures. We have proved that a lower
12

ensity of frames can cause failed experiments when using simple t
rchitectures and that the length of the memory generates a comparable
nfluence, causing failures when adding an excessive number of frames.

All the materials are provided as open-source, including the dataset,
odel weights and architectures, and the comparison software tool to
ake all experiments reproducible and extendable.

In future lines of work and addressing possible limitations of the
resent work, the ideas presented and tested in this paper need to be
xperimentally validated in physical vehicles. The models should also
e tested in higher complexity settings, closer to real-world scenarios.
or instance including other agents in the environments that the ego
ehicle has to consider, such as a car driving directly in front of it in
he same lane.
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