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ABSTRACT Cell-free massive multiple-input multiple-output (CF-mMIMO) is an emerging technology
for beyond fifth-generation (5G) systems aimed at enhancing the energy and spectral efficiencies of future
mobile networks while providing nearly uniform quality of service to all users. Moreover, multicasting
has garnered increasing attention in recent years, as physical-layer multicasting proves to be an efficient
approach for serving multiple users simultaneously, all with identical service demands while sharing radio
resources. A multicast service is typically delivered using either unicast or a single multicast transmission.
In contrast, this work introduces a subgroup-centric multicast CF-mMIMO framework that splits the users
into several multicast subgroups. The subgroup creation is based on the similarities in the spatial channel
characteristics of the multicast users. This framework benefits from efficiently sharing the pilot sequence
used for channel estimation and the precoding filters used for data transmission. The proposed framework
relies on two scalable precoding strategies, namely, the centralized improved partial MMSE (IP-MMSE)
and the distributed conjugate beamforming (CB). Numerical results demonstrate that the centralized IP-
MMSE precoding strategy outperforms the CB precoding scheme in terms of sum SE when multicast
users are uniformly distributed across the service area. In contrast, in cases where users are spatially
clustered, multicast subgrouping significantly enhances the sum spectral efficiency (SE) of the multicast
service compared to both unicast and single multicast transmission. Interestingly, in the latter scenario,
distributed CB precoding outperforms IP-MMSE, particularly in terms of per-user SE, making it the best
solution for delivering multicast content. Heterogeneous scenarios that combine uniform and clustered
distributions of users validate multicast subgrouping as the most effective solution for improving both the
sum and per-user SE of a multicast CF-mMIMO service.

INDEX TERMS Cell-free massive MIMO, multicasting, user subgrouping, scalability.

I. INTRODUCTION
Global mobile traffic has grown unprecedentedly over the
last decade, reaching 130 EB/month by 2023, with no signs
of slowing down. On the contrary, fueled by the demands
of emerging applications, current predictions envisage that
mobile data traffic will triple, reaching an estimated 403
EB/month by 2029 [1]. This sheer volume of traffic poses
enormous challenges to mobile operators and manufacturers

in terms of spectral and energy efficiencies, which the current
fifth-generation (5G) wireless communications standard is
unlikely to meet. Consequently, academia, industry, and stan-
dardization bodies are pushing forward the sixth-generation
(6G) wireless communications standard likely to debut in the
early 2030s [2]. Although discussions are ongoing regarding
the innovation pillars supporting 6G, some technologies are
expected to play a chief role. Notable among these are new
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forms of massive multiple-input multiple-output (mMIMO),
the integration of terrestrial and non-terrestrial segments,
and the use of new frequency bands (e.g., centimeter-wave
(cmWave) commonly referred to as FR3, THz), which are
often heralded as the enablers of the 5G-to-6G transition [2],
[3].

Cell-free mMIMO (CF-mMIMO), first reported in [4],
is the evolution of mMIMO that has recently gathered
the most interest from the research community. In a CF-
mMIMO system, many access points (APs) are spread out
over a coverage area and linked to one or multiple central
processing units (CPUs) via fronthaul links to potentially
share both control and data planes. The APs synchronously
and coherently serve all active users on the same time-
frequency resources and the use of advanced joint process-
ing schemes results in unprecedented degrees of macro-
diversity and spatial multiplexing gain [4]–[7]. CF-mMIMO
synergistically combines the main attributes of co-located
mMIMO and network MIMO, providing users with nearly
uniform high-quality service across the coverage area [4].
The outstanding enhancements that this architecture brings
in terms of spectral and energy efficiency, service quality, and
reliability have garnered tremendous interest from academia
and industry in recent years [3], [8], [9]. Driven by the
promising results of the seminal work [4], where a ten-
fold improvement in the 95%-likely spectral efficiency (SE)
was demonstrated when compared to a small-cell system,
intensive research efforts have been carried out over the
last few years to fully characterize its performance [4],
[10]–[13]. Specifically, Björnson and Sanguinetti in [13]
extended the framework to spatially correlated Rayleigh
fading channels and different levels of cooperation in the
uplink (UL). The authors in [6] investigated low-complexity
hybrid precoders/decoders for CF-mMIMO systems operat-
ing at millimeter-waves (mmWaves) under the assumption of
capacity-limited fronthaul links. The downlink (DL) energy
efficiency (EE) of a CF-mMIMO system was maximized
in [12] by relying on an accurate power consumption model
that accounted for channel estimation errors, AP selection
methods, hardware impairments, and fronthaul power con-
sumption.

The vast majority of cell-free literature, like the afore-
mentioned contributions, explore the improvements attained
in the SE, EE, and coverage performance in CF-mMIMO
unicast transmissions through the utilization of linear signal
processing and local channel state information (CSI). Crit-
ically, within the vast volume of data traffic that has been
predicted, a significant portion will comprise content that can
potentially be shared among groups of users in the network,
and therefore, can be leveraged through broadcast/multicast
techniques [14], [15]. Multicasting, that is, the simultaneous
delivery of common data to multiple users, can play a
central role in group-oriented services such as live video
streaming (e.g., Twitch), virtual reality, software updates,
and Internet of things (IoT) applications, thus motivating the

search for efficient and scalable multicast solutions in a 6G
context. In particular, CF-mMIMO constitutes a promising
backbone technology to address the challenges envisaged in
next-generation multicast technology. Moreover, the superior
energy efficiency of CF-mMIMO [16] complements the
goal of minimizing unnecessary transmissions as advocated
by the multicast paradigm, thus jointly contributing to a
greener and more sustainable communication ecosystem.
Multicasting can also improve the reliability of these services
by reducing the impact of network congestion and failures.
The experience sharing (i.e., 4K/8K high-definition (HD)
video streaming, extended reality (XR), and holographic
communications) includes applications demanding very high
reliability and data rate as well as extremely low latency.
Multicast traffic delivery can bring significant benefits to
both communication and computing components in such
a bandwidth-demanding scenario, especially in dense user
areas. The remote control and robotic technology can also
benefit from multicasting, which allows for software up-
grades to a group of IoT devices or for switching on a set
of street lights simultaneously. Furthermore, recent advance-
ments in pervasive connection and ubiquitous computing
have generated many applications demanding real-time infor-
mation updates in the networks of environmental sensors and
self-driving cars. Group-based interactions are distinguished
in many pervasive computing scenarios due to their user-
centric characteristics and group interaction capabilities.
For example, time-sensitive data gathering and monitoring
systems can minimize the age of information and save
bandwidth by sending the update messages through multicast
channels [17]. A clear indication of the growing importance
of multicast can be found in recent standardization activities.
In particular, techniques related to multimedia multicast
transmission have been standardized in the 3rd Generation
Partnership Project (3GPP) Release-17 of the New Radio
specifications for 5G and beyond under the name of evolved
Multimedia Broadcast and Multicast Service (eMBMS) [18].
Moreover, for the next step in the evolution of New Radio
eMBMS, one of the most important enhancements, targeted
for Release-18, is to extend the support of multicast to users
in inactive state. This will be an important enhancement
to better support extreme congestion, where the number of
users is too large to keep all of these in connected state [19].

Despite the evident benefits of combining CF-mMIMO
and multicast, critical issues remain. While precoding and
power allocation strategies have been extensively studied in
unicast CF-mMIMO scenarios, there is no direct and clear-
cut translation between the most efficient configurations
for unicast transmissions and those for multicast setups.
In particular, unknowns persist regarding the design of
precoders and the allocation of power when assuming that
transmissions are shared among the service-specific group of
multicast users, potentially organized into different multicast
subgroups due to the widely different channel conditions
each subgroup is experiencing.
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Subgroup-centric multicast, as proposed in this research
work, can be seen as a mechanism to tailor the transmission
of shared content to subgroups of users experiencing similar
intra-subgroup and widely different inter-subgroup propaga-
tion conditions. Critical issues such as the proper manage-
ment of intra-subgroup and inter-subgroup pilot contamina-
tion, the design of common channel estimation processes for
all users within the same multicast subgroup, and the impact
these common channel estimates might have on the design
of the common precoder used to convey the DL multicast
payload data to users remain largely unsolved.

A. RELATED WORKS

Delivering a common data service to a set of users has
traditionally been accomplished by two opposite strategies:
either through a single multicast transmission to the whole
set of users or through multiple unicast transmissions, each
intended for a single user of the multicast group. In the
first case, as there is a single transmission, there is no
inter-user interference. However, to ensure that all users can
properly decode the received signal, the SE of the multicast
transmission is limited by the channel characteristics of
the user experiencing the worst propagation conditions. In
contrast, with the second strategy, the SE of each unicast
transmission can be adapted to the specific propagation
conditions of each user. Nevertheless, as the number of
users can be very large, all received signals are typically
affected by high levels of inter-user interference. To strike
a proper trade-off between the advantages and disadvan-
tages of these strategies, a multicast subgrouping approach
has been already proposed and evaluated. This approach
has shown potential in traditional single-input single-output
(SISO), MIMO, and massive MIMO systems, using both
wideband and subband CSI [20]–[22].

In the last few years, the proliferation of mMIMO research
has led to the development of novel multi-group multicast
transmission strategies for co-located mMIMO systems [22]–
[25]. These strategies are based on using a common pi-
lot sequence for all the multicast users within the same
group, allowing them to share a single channel estimate
and precoder vector per multicast group. A similar multi-
group multicast framework has also been applied to CF-
mMIMO architectures in [26], where the authors propose
a novel DL pilot training scheme and present a detailed
analysis of the DL performance. In [27], the authors pro-
posed a weighted max-min power optimization algorithm
for multi-group multicast CF-mMIMO. Moreover, recent
studies have investigated non-orthogonal multiple access
(NOMA) with unicast and multicast transmissions [28],
multi-antenna multicast users with low-resolution analog-
digital converters (ADCs)/digital-analog converters (DACs)
[29], and instantaneous power control policies in multi-
group multicast CF-mMIMO [30]. The work [31] introduces
efficient RIS-based methods for multi-group multicasting,
highlighting a multicasting tailored zero-forcing (MTZF)

beamforming technique that efficiently suppresses the inter-
group interference, thereby able to provide high levels of sum
rate with fewer antennas and low computational complexity.

B. MAIN CONTRIBUTIONS

Many of the aforementioned research works addressing the
integration of CF-mMIMO and multicast suffer from several
shortcomings, notably the utilization of simplified channel
models and precoding techniques. Uncorrelated Rayleigh
fading and conjugate beamforming (CB) are commonly
employed in the literature, thereby prompting the approach
proposed in this paper, which incorporates spatial channel
correlation and explores the advantages and disadvantages
of more sophisticated precoding techniques depending on the
users’ distribution within the CF-mMIMO-multicast frame-
work. Moreover, past research has largely overlooked the
impact of pilot contamination, and our study demonstrates its
significance, particularly in scenarios where a massive num-
ber of users demand the same multicast service. Additionally,
in contrast to prior studies that assume the delivery of each
multicast service through a single transmission to all users,
regardless of their locations and corresponding large-scale
channel similarities, our work introduces a novel subgroup-
centric framework. In this framework, a single multicast ser-
vice is delivered to disjoint subgroups of users via multicast
transmissions. Each multicast transmission entails that the
users to which it is concerned must share the same UL
pilot and DL precoding filter. Therefore, we expect that
users experiencing similar large-scale channel characteristics
may share these resources efficiently. Thus, our claim is that
subgrouping multicast users based on large-scale propagation
similarities may provide significant enhancements in spectral
efficiency, resulting from more efficient use of both UL pilots
and DL data resources. In summary, the main contributions
of this research work are:

• The design of a novel users’ subgroup-centric frame-
work for the multicast CF-mMIMO DL that accounts
for spatially correlated fading channels and pilot con-
tamination.

• The proposal of a multicast user subgrouping method
that is grounded in large-scale similarity metrics that
characterize propagation channels between users and
their corresponding sets of serving APs. This approach
enables the design of a pilot allocation strategy aimed
at reducing inter-subgroup pilot contamination, thereby
enhancing the effectiveness of the subgroup transmit
precoding technique.

• A comprehensive performance evaluation of two pre-
coding schemes, along with their corresponding power
control strategies, appropriately tailored to the proposed
subgroup-centric multicast framework, namely, the cen-
tralized improved partial MMSE (IP-MMSE) [32] and
the distributed CB, both incorporating specifically de-
signed fractional power control strategies inspired by
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the proposals of Demir et al. in [33]. Notably, a closed-
form expression is derived for the achievable SE in the
multicast distributed CB scenario.

• Finally, comprehensive simulation results are presented
to quantify the benefits of the proposed user sub-
grouping, precoding techniques, and power allocation
strategies across various system setups. This is achieved
by benchmarking the subgroup-centric multicasting ap-
proach introduced in this research against conventional
multicasting and unicast transmission strategies. This
comparison takes into account both uniform and clus-
tered spatial distributions of users.

C. PAPER OUTLINE AND NOTATIONS

The remainder of this paper is organized as follows. In
Section II, the system model is described, including the pro-
posed subgroup-centric CF-mMIMO multicasting approach
over spatially correlated Rayleigh fading channels. In Section
III, the multicast subgrouping framework is further explained
by including a detailed description of the multicast AP
cooperation clustering and pilot allocation strategies, the UL
training phase, the DL payload data transmission phase, the
precoding techniques, and the fractional power allocation
schemes. Numerical results are presented in Section IV to
assess the technical soundness of the proposed strategies.
Finally, Section V concludes the paper by discussing the
significance of subgrouping multicast users according to their
large-scale channel similarities in CF-mMIMO scenarios,
while also providing insights into potential future research
directions.

Notational remark: Lowercase and uppercase boldface
letters are used to denote vectors and matrices, respectively.
Calligraphic uppercase letters are used to denote sets, with
|A| denoting the cardinality of set A. The superscripts (·)T,
(·)∗ and (·)H denote the transpose, conjugate and conjugate
transpose (Hermitian) operators, respectively. The set of
complex numbers is represented by C. E{·} denotes the
expectation operator. tr(A) denotes the trace of matrix A.
A circularly symmetric complex Gaussian distribution with
mean µ and covariance matrix Σ is denoted by CN (µ,Σ).
IN represents the N × N identity matrix. ∥a∥ denotes the
ℓ2-norm of the vector a.

II. SYSTEM MODEL
A CF-mMIMO system operating in time division duplexing
(TDD) [4] is considered where L APs, each equipped with N
antennas, are connected via ideal fronthaul links to a CPU.
The APs are uniformly distributed over the coverage area and
simultaneously provide a shared data service, either through
multicast or unicast, to K single-antenna users on the same
time-frequency resources. The set of users is denoted by K
and indexed by k ∈ K = {1, . . . ,K}. The set of APs is
denoted by L and indexed by l ∈ L = {1, . . . , L}. Since
the focus in this paper is on multicasting techniques, which
always take place in the DL, we omit the study of the UL

data transmission phase. Thus, we assume that each TDD
frame is divided into UL training phase and DL payload
data transmission phase, whose sizes, measured in samples
(or channel uses), are denoted as τp and τd, respectively.
The TDD frame, with size τc=τp+τd samples, is assumed
to fit the channel coherence block, consisting of a number
of subcarriers and time samples over which the channel
response is approximately frequency-flat and time invariant
[34]. In practice, this multicast service can coexist with UL
and DL unicast services, however, based on the available
literature approaches [33], [35], we consider that omitting
the UL payload phase is an adequate model to assess the
subgroup-centric CF-mMIMO multicasting framework since
the SE scales linearly with τd and the conclusions will be
the same including a UL payload phase in our framework.

A. SUBGROUP-CENTRIC CF-mMIMO MULTICASTING

Our main aim in this work is to determine a proper trade-off
between delivering a multicast service using multiple unicast
transmissions and using a single multicast transmission. In
this regard, a users’ subgroup-centric framework is proposed
where a single multicast service is delivered to G ≤ K
disjoint subgroups of users via G multicast transmissions,
assuming that there exists a one-to-one mapping between
a multicast transmission and a subgroup. Each multicast
transmission is characterized by a unique modulation and
coding scheme (MCS) and a precoding vector, designed to
match the SE requirements of the user experiencing the worst
propagation conditions in the corresponding subgroup (i.e.,
the SE achieved by each multicast transmission is deter-
mined by the lowest signal-to-interference-plus-noise ratio
(SINR) experienced by the users in the multicast subgroup).
Note that carrying out CF-mMIMO multicasting, without a
subgroup-centric approach leveraging the spatial distribution
characteristics of the users, may possibly fade away the in-
trinsic feature of CF-mMIMO systems in ensuring uniformly
great QoS to every user, providing, in turn, a uniformly
poor service. Interestingly, in scenarios where the users are
distributed in spatial clusters, subgrouping the users that
experience similar large-scale channel characteristics may
be beneficial. In this case, users within the same multicast
subgroup share the same pilot sequence, thus allowing the
estimation of a common average channel for the entire sub-
group. Due to the similarity between their channel statistics,
this should also provide a quite good estimation of the indi-
vidual channels of each user in the subgroup. Furthermore,
as they can also utilize a common DL precoder properly
adapted to the shared subgroup channel characteristics of all
users in the group, this can result in improved SEs.

The set of multicast subgroups is denoted by G and the
subgroups are indexed by g ∈ G = {1, . . . , G}. The set
of users in subgroup g is denoted by Kg. Letting Kg =
|Kg| be the number of users in subgroup g, it holds that
K =

∑G
g=1 Kg. Somehow re-adapting the concept of user-

centric transmission [36] and dynamic cooperation clustering
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FIGURE 1. A CF-mMIMO network with multicast user subgrouping
(dashed circles) and AP cooperation clustering (blurred colored shapes).

(DCC) [33], a multicast subgroup-centric transmission is
implemented wherein the users in multicast subgroup g
are served by a subset of APs. We denote the subset
of APs serving subgroup g by Lg ⊆ {1, . . . , L}, where
|Lg| = Lg ≤ L. For later convenience, given a subgroup g,
we define the set Sg as the collection of multicast subgroups
served by some (or all) of the APs serving subgroup g, that
is, Sg = {c : Lg ∩ Lc ̸= ∅}, note that c, g ∈ G. The set of
multicast subgroups served by AP l is denoted as Dl. Figure
1 illustrates the system model of CF-mMIMO multicasting
with user subgrouping and DCC.

B. CHANNEL MODEL

A conventional block-fading channel model is considered
wherein the channel is time-invariant and frequency flat
within a time-frequency coherence block and varies inde-
pendently over different coherence blocks (block fading).
The channel response vector hlk ∈ CN between AP l and
the multicast user k, in an arbitrary coherence block1, is
distributed as hlk ∼ CN (0N ,Rlk), where Rlk ∈ CN×N

is the corresponding positive semi-definite spatial covari-
ance matrix, with average channel gain given by βlk =
tr (Rlk) /N . Given the reasonable physical separation be-
tween APs and users, it is justifiable to assume that the
channel vectors of distinct AP-user pairs are independently
distributed and experiencing uncorrelated small-scale fading,
that is, E{hl′k′hH

lk} = 0N×N , ∀l′k′ ̸= lk. Thus, the
channel from user k to the complete set of APs l ∈ L,
hk = [hT

1k . . .h
T
Lk]

T , is distributed as hk ∼ CN (0LN ,Rk),
where Rk = blkdiag(R1k, . . . ,RLk) ∈ CLN×LN is the
block-diagonal spatial covariance matrix related to user k,
which follows a local scattering spatial correlation model
for a non-line of sight (NLOS) channel between the user k
and the APs l ∈L= {1, . . . , L}, equipped each one with a
uniform linear array (ULA) (see [34, Section 2.6, Eq. (2.23)].

1For the sake of clarity, we omit the index identifying the coherence
block.

The channel covariance matrices Rlk,∀ k ∈ K, ∀ l ∈ L,
can be estimated at each AP over a large-scale fading time
scale (i.e., over multiple coherence blocks) and thus can be
safely assumed to be perfectly known at both the APs and the
CPU [37]; refer to sources [37]–[41] for practical methods
to estimate spatial correlation matrices..

III. MULTICAST SUBGROUPING FRAMEWORK
A. MULTICAST USERS’ SUBGROUPING

The design of a single multicast transmission entails that
the users to which it concerns must share the same UL
pilot and DL precoding filter. Therefore, we expect that
users experiencing similar large-scale channel characteristics
may share these resources efficiently. Thus, subgrouping
multicast users, especially in ultra-dense scenarios with
users distributed in clusters, may provide enhancements in
the sum SE, as a result of a more efficient use of both
UL pilots and DL data resources. In [22], the authors
proposed a subgrouping strategy that suits the propagation
characteristics of the users in co-located mMIMO scenarios.
Specifically, they considered a metric to create subgroups of
users based on the degree of similarity between their channel
covariance matrices. However, this strategy does not appear
to be easily applicable to CF-mMIMO scenarios. In [42],
the authors utilized the unique characteristics of the CF-
mMIMO propagation channels to introduce a K-means-based
algorithm that utilizes a simplified metric relying on the
average channel gain vectors βk = [β1k . . . βLk]

T

, treated
as an effective feature vector (fingerprint) characterizing
user k, for partitioning the users into groups aimed at
minimizing the effects of pilot contamination. Inspired by
the aforementioned partitioning strategy, the K-means-based
algorithm proposed in [42] is suitably adapted in this work
to group those users experiencing similar large-scale channel
characteristics into multicast subgroups that will benefit
from sharing the same UL pilot sequence to improve, first,
the quality of the channel estimates and, as a result, the
effectiveness of the precoding technique used for the DL
payload data transmission. To accomplish this, the K-means
clustering algorithm is provided with the number of multicast
subgroups G to be generated, along with the fingerprint
vectors βk of the K users in the network. The metric used
to measure the distance between two fingerprint vectors is
the cosine similarity, defined as

fd(βk,βk′) =
βT
kβk′

∥βk∥∥βk′∥
. (1)

The value of fd(βk,βk′) in this context varies from 0,
indicating orthogonality or decorrelation, to 1, signifying
identical vectors. Intermediate values denote varying degrees
of similarity or dissimilarity. The output of the subgrouping
algorithm is the set of clusters Kg for all g ∈ {1, . . . , G},
where each user belongs to the subgroup with the nearest
collective fingerprint (which represents the subgroup cen-
troid). The rationale behind this subgroup formation strategy
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is that users with values of the cosine similarity between their
fingerprints close to 1 are bound to be geographically close
to each other, and therefore, experiencing similar statistical
channel characteristics, should belong to the same multicast
subgroup. By doing so, inter-subgroup pilot contamination
can be mitigated, leading to improvements in channel esti-
mation quality and precoding effectiveness [42].

B. MULTICAST AP COOPERATION CLUSTERING AND
PILOT ALLOCATION

The pilot sequence length is equal to τp samples implying
that, at most, τp mutually orthogonal pilot sequences can be
generated. Each user within a given subgroup is allocated the
same pilot sequence selected from the pool of τp available
mutually orthogonal pilots. Note that, as co-pilot users have
linearly dependent channel estimates [34], [43], the APs
cannot separate the users of the same subgroup in the
spatial domain. Finding the optimal pilot allocation is a
combinatorial optimization problem. There are τGp possible
assignments in a setup with G subgroups and τp pilots; thus,
the complexity of evaluating all of them grows exponentially
with the number of subgroups. Besides, the AP-to-subgroup
association has to be established. To jointly address these
tasks, we design a slight variant of the joint DCC and pilot
allocation algorithm proposed in [33], which is applied to
multicast subgroups rather than single users. The proposed
joint DCC and multicast subgroup pilot allocation scheme,
the pseudocode of which is presented in Alg. 1, iteratively
assigns pilots to subgroups by selecting in each iteration the
one leading to the minimum pilot contamination. To that
end, pilots are first assigned to subgroups, and then each
AP is allowed to serve exactly τp subgroups. For every
pilot, the AP serves the subgroup with the strongest common
average channel gain, i.e., 1

Kg

∑
k∈Kg

βlk, among the set of
subgroups that have been assigned that pilot. As shown in
Algorithm 1, the multicast subgroup pilot assignment and
cooperation clustering creation process consists of two steps.
In the first step, a maximum of τp subgroups arbitrarily
indexed from 1 to min(τp, G) are assigned mutually or-
thogonal pilots, that is, every user k ∈ Kg uses pilot g
for g ∈ {1, . . . ,min(τp, G)}. If G > τp, the remaining
subgroups, with indices ranging from τp + 1 to G, are then
assigned pilots one after the other as follows. Following a
similar rationale as in [33], assuming that AP l presents
a good average large-scale propagation gain for users in
subgroup g, it is expected to contribute significantly to the
service quality of this particular subgroup. Consequently, it
is preferable to assign subgroup g to the pilot for which
AP l experiences the least pilot contamination. Hence, for
each pilot ψ ∈ {1, . . . , τp}, AP l computes the sum of the
channel gains βlk of the users k ∈ Kc, c ̸= g, ψc = ψ, that
is the users that have already been allocated this pilot, and
then identifies the index of the pilot minimizing the expected

Algorithm 1 Multicast subgroup pilot assignment and co-
operation clustering

Initialization:
Lg = ∅ ∀ g ∈ {1, . . . , G}
Input: τp, βlk, G,Kg

for g = 1, . . . ,min(τp, G) do
ψg ← g

end for
if G > τp then

for g = τp + 1, . . . , G do
l← argmaxl∈L

1
Kg

∑
k∈Kg

βlk

τ ← argmin
ψ∈{1,...,τp}

∑
c∈G\{g}
ψc=ψ

∑
k∈Kc

βlk

ψg ← τ

end for
end if
for l = 1, . . . , L do

for ψ = 1, . . . , τp do
c← argmax

g∈{1,...,G}:ψg=ψ

1
Kg

∑
k∈Kg

βlk

Lc ← Lc ∪ {l}
end for

end for
for g = 1, . . . , G do

if Lg = {∅} then
l← argmax

l∈L

1
Kg

∑
k∈Kg

βlk

Lg ← Lg ∪ {l}
end if

end for
Output: Pilot assignment ψ1, . . . ,ψG and DCCs
L1, . . . ,LG

pilot interference as

τ ← argmin
ψ∈{1,...,τp}

∑
c∈G\{g}
ψc=ψ

∑
k∈Kc

βlk.
(2)

Pilot τ is then assigned to subgroup g and the algorithm
continues with the next subgroup.

In the second step of the algorithm, the clusters of APs are
created after all the subgroups have been assigned to pilots.
Each AP evaluates, for each pilot sequence, which subgroup
experiences the largest common average channel gain among
those using a specific pilot sequence. The resulting subgroup
is then picked to be served by this specific AP. To guarantee
the service to every subgroup, a multicast subgroup g is
always served by at least its own master AP l, which is
selected by the CPU as l = argmax

l′∈L

1
Kg

∑
k∈Kg

βl′k.
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C. UPLINK SUBGROUP CHANNEL ESTIMATION

Let ψg ∈ Cτp be the pilot sequence assigned to subgroup
g, with ∥ψg∥2 = 1. Ideally, pilot sequences allocated to dif-
ferent subgroups should be mutually orthogonal. In practical
scenarios, however, it often holds that G > τp, and a given
pilot sequence may be assigned to more than one subgroup,
thus resulting in the pilot contamination phenomenon. The
N×τp UL received pilot signal matrix at AP l is

Y l =
√

τpPp

G∑
g=1

∑
k∈Kg

hlkψ
T
g +N l, (3)

where Pp is the transmit power per pilot-symbol, assumed
to be the same for all the users, and N l ∈ CN×τp is
the additive white Gaussian noise (AWGN) matrix at AP l,
whose elements are independent and identically distributed
as CN (0, σ2

u). To estimate the channel of users in subgroup
g, the received UL training signal is projected onto ψ∗

g to
obtain

yg
l =
√

τpPp

∑
k∈Kg

hlk+
√

τpPp

∑
c∈G\{g}
ψc=ψg

∑
i∈Kc

hli+ nlg, (4)

where nlg =N lψ
∗
g ∼ CN (0, σ2

uIN ).
Since the APs cannot separate co-pilot users in the spatial

domain as their channel estimates are correlated, we define
the subgroup channel of the users in Kg as

hg
l =

√
τpPp

Kg

∑
k∈Kg

hlk, (5)

which is distributed as hg
l ∼ CN (0N ,Rg

l ), where

Rg
l =

τpPp

K2
g

∑
k∈Kg

Rlk. (6)

Lemma 1:
The minimum mean-squared error (MMSE) estimate of the
subgroup channel hg

l can be obtained either at the lth AP or
at the CPU (in cases where the APs are not equipped with
local baseband processors) as [34, Sec. 3.2]

ĥ
g

l = Kg R
g
l Γ−1

lg yg
l , (7)

where

Γlg = τpPp

∑
c∈G

ψc=ψg

∑
i∈Kc

Rli + σ2
uIN . (8)

The subgroup channel estimate is distributed as ĥ
g

l ∼
CN (0N ,K2

gR
g
l Γ

−1
lg R

g
l ), and it is uncorrelated to the sub-

group channel estimation error h̃
g

l ∼ CN (0N ,Rg
l −

K2
gR

g
l Γ

−1
lg R

g
l ).

Proof:
See Appendix A.

D. MULTICAST TRANSMISSION AND PER-SUBGROUP
SE

In the proposed framework, the DL data transmission is
subgroup-centric rather than user-centric (unicast) or group-
centric (conventional multicast). Although all users require
the same payload data content and could be easily served
with a single multicast transmission, we propose instead
to effectively partition them by grouping together those
users experiencing similar statistical propagation conditions.
Therefore, it seems logical to send a separate data stream
to each of these groups, employing as many multicast
transmissions as the number of subgroups, G. In this case,
the DL signal received by user k of subgroup g is

yk=

L∑
l=1

hH
lkDlgwlgςg+

L∑
l=1

G∑
c=1
c̸=g

hH
lkDlcwlcςc+nk, (9)

where nk ∼ CN (0, σ2
d) is the AWGN at user k, wlg ∈CN

represents the precoding vector used by AP l to send the
multicast data to subgroup g, and ςg denotes the data symbol
intended for all users in subgroup g, with E{|ςg|2} = 1, and
E{ςgς∗c } = 0, ∀ g ̸= c (each multicast transmission is char-
acterized by a unique MCS which makes the data intended
to different subgroups statistically uncorrelated [22]). The
set of auxiliary diagonal matrices Dlg ∈ CN×N are used to
represent the APs-to-subgroup association, and are given by

Dlg =

{
IN , if l ∈ Lg

0N×N , otherwise,
(10)

for all l ∈ {1, . . . , L} and g ∈ {1, . . . , G}. The first term in
(9) denotes the desired signal, whereas the second term is
the inter-subgroup interference. As conventionally assumed
in mMIMO operation, the users do not acquire the DL CSI,
but rely on a mean value approximation of their DL precoded
channels. For the sake of brevity, let us define

ϱgclk =h
H
lkDlcwlc , k ∈ Kg, (11)

as the component of the DL effective channel from AP l to
user k of subgroup g precoded for subgroup c. Using this def-
inition, and leveraging channel hardening, the knowledge of
statistical CSI in the form of the expected sum

∑L
l=1 E{ϱ

gg
lk }

at user k in subgroup g can be considered to be a very
good approximation to the instantaneous CSI

∑L
l=1 ϱ

gg
lk .

Consequently, an accurate achievable DL SE can be obtained
by applying the popular hardening bound technique [34],
[43]–[45] to the signal model in (9) and treating all the
interference sources as uncorrelated noise. Specifically, an
achievable DL SE of an arbitrary user k in subgroup g, is
given by

ξk = (1− τp/τc) log2(1 + γk), (12)

where γk is the effective SINR that can be expressed as

γk=

∣∣∣∣ L∑
l=1

E{ϱgglk }
∣∣∣∣2

G∑
c=1

E

{∣∣∣∣ L∑
l=1

ϱgclk

∣∣∣∣2
}
−
∣∣∣∣ L∑
l=1

E {ϱgglk }
∣∣∣∣2+σ2

d

, (13)
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and the expectations are taken with respect to the random
channel realizations. The expression of the achievable SE
in (12) applies to any precoding scheme, multicast DCC
approach, channel estimator, and channel distribution. Since
each subgroup of users is served using a single multicast
transmission, the achievable SE of subgroup g (and conse-
quently the SE achievable by all users within this particular
subgroup) is limited by that achievable by the worst user in
the subgroup, and hence can be expressed as

Ξg = min
k∈Kg

ξk. (14)

E. SUBGROUP-CENTRIC PRECODING AND POWER
ALLOCATION

In this section, two precoding schemes appropriately tailored
to the proposed subgroup-centric multicast framework are
considered, each accompanied by its corresponding power
control strategy: the centralized IP-MMSE [32], as well as
the distributed CB [4].

1) Centralized IP-MMSE precoding

In a centralized DL operation, all the subgroup channel
estimates are available at the CPU and can be used to
design the centralized precoding vectors. Let us define the
collective vector of the channel estimates per subgroup as
ȟ
g
=Dgĥ

g
, where ĥ

g
= [(ĥ

g

1)
T . . . (ĥ

g

L)
T]T ∈ CLN , wg =

[wT
1g . . .w

T
Lg]

T ∈ CLN is the collective precoding vector
assigned to subgroup g, andDg=blkdiag(D1g, . . . ,DLg)∈
CLN×LN . Using this definition, the received signal in (9) can
be written in compact form as

yk=h
H
kDgwgςg+

G∑
c=1
c ̸=g

hH
kDcwcςc+nk, (15)

where hg = [(hg
1)

T . . . (hg
L)

T]T ∈ CLN is the collective
channel vector. This system model formulation leads to
rewrite the effective SINR expression (yet equivalent to (13))
as

γk=
|E{ϱggk }|

2∑G
c=1 E{|ϱ

gc
k |

2}−|E {ϱggk }|
2
+σ2

d

, (16)

where ϱgck =hH
kDcwc, for all k ∈Kg. The centralized pre-

coding vector used to multicast data to users in subgroup g
is designed, capitalizing on the UL-DL duality theorem [33],
as

wg =
√
ρg

w̄g√
E{∥w̄g∥2}

, (17)

where ρg ≥ 0 is the total transmit power allocated to sub-
group g from all the serving APs, and w̄g=

[
w̄T

1g . . . w̄
T
Lg

]T
is the dual collective virtual multicast2 combining vector.
The normalization in (17) ensures that E{∥wg∥2}=ρg.

2The term “virtual multicast” is used as the UL traffic is of unicast type,
but we apply the UL-DL duality theorem on the multicast subgroup channels
defined in (5).

Since all the users belonging to subgroup g employ the
same pilot, the CPU can easily exploit the knowledge of the
collective subgroup channel estimates ȟ

c
, for all c ∈ Sg,

to design the centralized precoding vector. In this regard,
the IP-MMSE combining scheme [32] can be extended to
the proposed multicast users’ subgrouping framework by
designing the collective combiner vector as

w̄g=
√

∆g

( ∑
c∈Sg

∆cȟ
c
(ȟ

c
)H+ZSg

+σ2
uILgN

)−1

ȟ
g
, (18)

where ∆g =
pgK

2
g

τpPp
, pg denotes the total amount of power

that would be allocated to users in subgroup g in a virtual
UL payload transmission phase, and

ZSg
=
∑
c∈Sg

∆cDgR̃
c
Dg+

∑
c/∈Sg

∆cDgR
cDg, (19)

where R̃
c
= blkdiag(R̃

c

1, . . . , R̃
c

L) ∈ CLN×LN denotes the
error correlation matrix of the collective channel ĥ

c
and

Rc = blkdiag(Rc
1, . . . ,R

c
L) ∈ CLN×LN is the covariance

matrix characterizing the collective channels of the interfer-
ing subgroups.

As for the power allocation strategy, an inter-subgroup
fractional DL power control is proposed that consists in
setting the power coefficient intended for subgroup g as

ρg = Pdl

[ ∑
l∈Lg

tr
(
Rg

l

)]ν
ω−κ
g

max
ℓ∈Lg

∑
c∈Dℓ

[ ∑
l∈Lc

tr
(
Rg

l

)]ν
ω1−κ
c

, (20)

where Pdl is the maximum transmit power at the APs. The
parameter ν ∈ [−1, 1] is used to set the power allocation
policy (i.e., ν < 0 strives for user fairness, and ν > 0 aims
at sum-rate maximization). Moreover,

ωg = max
l∈Lg

E{∥w̄lg∥2}
E{∥w̄g∥2}

, (21)

defined as the largest fraction of ρg that can be used at any
of the serving APs, is used as an additional tuning parameter
with an exponent 0 ≤ κ ≤ 1 that reshapes the ratio of power
allocation between different subgroups. Note that this power
control strategy guarantees that [33]∑

g∈Dl

ρg
E{∥w̄lg∥2}
E{∥w̄g∥2}

≤ Pdl. (22)

2) Distributed precoding

Distributed DL operation reduces the computational burden
on the CPU by allowing most baseband processing to be
conducted at local AP processors, albeit at the cost of some
performance degradation. The distributed precoding vector
used by AP l to multicast data to the users in subgroup g is
given by

wlg =
√
ρlg

w̄lg√
E{∥w̄lg∥2}

, (23)
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where ρlg ≥ 0 denotes the DL transmit power allocated to
subgroup g by AP l. The CB virtual UL combiner avoids
matrix inversions and is simply obtained by setting w̄lg =

Dlgĥ
g

l .
A fractional DL power allocation [11], [33], [46] is

considered for the distributed operation as well,

ρlg =


Pdl

[
tr
(
Rg

l

)]ν
∑

g∈Dl

[
tr
(
Rg

l

)]ν , if g ∈ Dl

0, otherwise.

(24)

Note that, in this case, the per-AP power constraint is
fulfilled with equality ∀l ∈ L as

∑
g∈Dl

ρlg = Pdl.

Lemma 2:
Using the distributed CB precoder, the effective SINR in (13)
can be computed in closed form3 using

E
{
∥Dlgĥ

g

l ∥2
}
=K2

g tr (Λg
lR

g
l ) , (25)

L∑
l=1

E{ϱgglk }=
√

τpPp

L∑
l=1

√
ρlg

tr (RlkΛ
g
l )√

tr (Λg
lR

g
l )
, (26)

E


∣∣∣∣∣

L∑
l=1

ϱgclk

∣∣∣∣∣
2
=

L∑
l=1

ρlc
tr (RlkΛ

c
lR

c
lDlc)

tr (Λc
lR

c
l )

+ ςgclk , (27)

where Λg
l =DlgR

g
l Γ

−1
lg , and

ςgclk =

τpPp

∣∣∣∣ L∑
l=1

√
ρlc

tr (RlkΛ
c
l )

tr (Λc
lR

c
l )

∣∣∣∣2 , if ψc=ψg,

0, if ψc ̸=ψg.

(28)

Proof:
See Appendix B.

F. COMPUTATIONAL COMPLEXITY ANALYSIS

The complexity of computing the precoding vectors might
be an important factor to consider in selecting the adequate
precoding strategy in high mobility scenarios, where the
typical channel coherence interval is between 200-500 ms.
In this subsection, we analyze the variables that affect the
number of operations required to calculate the centralized IP-
MMSE and the distributed CB precoding vectors. As we use
scalable CF-mMIMO solutions, the computational complex-
ity per subgroup g is independent of G. The simplest solution
is the use of distributed CB whose corresponding precoding
vector follows directly from the channel estimates. The total

3Analytical expression results derived in Lemma 2 using 250 snapshots
has been compared with the Monte Carlo simulation results employing
500 fast-fading channel realizations per snapshot, and both results match
perfectly. Hence, only analytical (or Monte Carlo) results are included in
the figures of this manuscript.

number of complex multiplications is (Nτp + N2)|Lg| per
multicast subgroup (see [33, Table 5.1]).

To compute the centralized IP-MMSE precoding vector
per subgroup g the CPU needs to calculate the G MMSE
composite channel estimates corresponding to any AP l
serving subgroup g (i.e., APs with index l ∈ Lg). Note that
only the large-scale CSI (i.e., spatial correlation matrices)
corresponding to subgroups c ∈ Sg is required at the CPU,
thus, the total number of subgroups included in the inverse
matrix in (18) are those served by partially the same APs
as subgroup g (i.e., |Sg|). Consequently, the total number of
complex multiplications required for channel estimation is
(Nτp + N2)|Sg||Lg|. Additionally, we need to account for
the complexity of computing the precoding vector for each
subgroup g = 1, . . . , G once per coherence block. Using
the framework in [34, App. B.1.1] and considering that only
a subset of the APs takes part in estimating the transmit-
ted signal sg, the total number of complex multiplications
required for the computation of the IP-MMSE precoding
vector of a subgroup g is (N |Lg|)2+N |Lg|

2 |Sg|+ (N |Lg|)2 +
(N |Lg|)3−N |Lg|

3 .
We should emphasize that the total number of operations

carried out in distributed CB precoding should be made at
the AP per subgroup served by such AP at each coherence
interval. On the other hand, the CPU should carry out the
total number of operations required in the centralized IP-
MMSE precoding per subgroup served by the APs connected
to the CPU at each coherence interval. As it is well known,
the computational complexity of distributed CB precod-
ing is substantially lower than the centralized IP-MMSE
precoding. Furthermore, an interesting insight that we can
observe is that the fewer multicast subgroups, the lower
the computational complexity. Therefore, distributed CB
precoding, which performs significantly better than central-
ized IP-MMSE precoding in scenarios with a few multicast
subgroups with a large number of users per subgroup, results
in an extremely lower computational complexity solution
than using unicast transmissions with centralized IP-MMSE
precoding.

IV. NUMERICAL RESULTS
A CF-mMIMO network is considered where L = 100
APs, each equipped with N = 4 antennas, are uniformly
distributed at random within a square coverage area of
side 1000 m. To approximate a coverage area without
boundaries, the nominal area is wrapped-around by eight
identical neighbor replicas. Except otherwise stated, the same
simulation parameters used in [33, Table 5.4] have been
adopted. Specifically, the path-losses have been fixed as
−30.5−36.7log10(d)+ F (measured in dB), where d is the
3D distance (measured in meters) between the user and the
AP, and F is the shadow fading, whose standard deviation
and spatial decorrelation distance are set to 4 dB and 9
meters, respectively. The size of the TDD frame has been
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(a) Uniform distribution of the multicast users
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(b) Clustered distribution of the multicast users
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(c) Heterogeneous distribution of the multicast users

FIGURE 2. Different distributions of 500 multicast users (black squares) in a square area of side 1 km served by 100 APs (red triangles) uniformly
distributed at random. In the clustered distribution, the 500 multicast users are randomly dropped in 10 square clusters of side 50 m (50 users per
cluster). In the heterogeneous distribution, 20 users are uniformly distributed in the coverage area, while the remaining users are grouped in clusters
with different size: 2 clusters with 10 users, 3 clusters with 20 users, 5 clusters with 30 users, and 5 clusters with 50.

set to τc = 200 samples and a maximum pilot length of
τp = 20 samples has been considered (i.e., the minimum
DL payload data transmission size is equal to τd = 180
samples). The transmit power per pilot symbol is set to
Pp =100 mW, whereas the available transmit power at the
APs is set to Pdl=200 mW. The virtual UL transmit power
used to generate the centralized IP-MMSE precoder is set
to pg = 100 mW. The parameters governing the DL power
control policy have been set targeting max-min fairness solu-
tion, that is, ν = −0.5 and κ=0.5 for centralized IP-MMSE
precoding [33, Fig. 7.2], and ν = 0.5 for distributed CB
precoding [33, Fig. 7.3]. An angular standard deviation of
15◦ has been considered when deriving the spatial correlation
matrices using a local scattering model. Finally, a noise
power spectral density of −174 dBm/Hz, a receiver noise
figure of 7 dB, and an operating bandwidth of 20 MHz
have been considered. Remarkably, each simulation result
has been obtained as the average of 250 different snapshots
of randomly deployed users and APs, with 500 fast-fading
channel realizations per snapshot. Since all users in a given
multicast subgroup transmit at the same rate (that of the
worst user), the total sum SE metric helps to better visualize
the effect subgrouping has on the network performance.

Figure 2 presents examples of simulation scenarios fea-
turing different user distributions. Figure 2a illustrates a
uniform distribution of 100 APs and 500 multicast users in
a square area of side 1000 m. Figure 2b presents a uniform
distribution of 100 APs with a clustered distribution of the
multicast users in 10 square randomly distributed clusters of
side 50 m, with 50 multicast users placed in each cluster.
Figure 2c displays a uniform distribution of 100 APs with a
heterogeneous distribution of the multicast users, uniformly
and moderately clustered distributed.

A. UNIFORM DISTRIBUTION OF MULTICAST USERS

Figure 3 illustrates the cumulative distribution function
(CDF) of the sum SE achieved by 500 uniformly distributed
multicast users within the coverage area. We evaluate the
performance of either unicast, single multicast, or multicast
subgrouping transmissions.

The results show that irrespective of the precoding
scheme, increasing the number of multicast subgroups im-
proves the performance. As Figure 3 illustrates, creating 500
multicast subgroups with a single user per subgroup, that
is, using unicast transmissions, IP-MMSE largely outper-
forms CB precoding as it occurs when conventional unicast
transmissions are considered [33]. Using also G = 250
multicast subgroups, that is, each subgroup has an average of
2 multicast users, IP-MMSE presents significantly better sum
SE results than the CB precoder. As we can observe, when
the multicast users are uniformly distributed, IP-MMSE
with unicast transmissions largely outperforms any multicast
subgrouping option, from G = 1 single multicast group to
G = 250 multicast subgroups.

It is worth highlighting that when the multicast users
are uniformly distributed, the use of unicast transmission
significantly outperforms any option employing multicast
transmission, under both centralized IP-MMSE and dis-
tributed CB precoding. The superiority of unicast stems
from the reasonable accuracy of the channel estimation and
resulting precoder despite the pilot contamination (note that
only τp = 20 orthogonal pilots are available in a scenario
populated with K = 500 users). In other words, multicast
transmissions are of little use in scenarios where the multi-
cast users are uniformly distributed in a wide coverage area.
Interestingly, in real-world scenarios, users are not likely to
be uniformly distributed.

Figure 3 shows another interesting result. Analyzing the
sum SE achieved using subgroup multicasting, we observe
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FIGURE 3. CDF of the sum SE. Uniform distribution of 500 multicast
users. Unicast vs multicast with CB and IP-MMSE precoding. L=100

APs, N=4.

that CB outperforms IP-MMSE precoding as the number of
users per subgroup increases. In other words, reducing the
number of multicast subgroups improves the performance
advantage of CB precoding (note that with G = 1, there
are 500 users in a single multicast subgroup, whereas with
G = 50, there are only an average of 10 users per multicast
subgroup). Increasing the number of users per multicast
subgroup causes significant intra-subgroup pilot contamina-
tion, which greatly deteriorates the quality of the channel
estimates for each user in the subgroup. That is, although
the users forming a specific multicast subgroup have similar
channel statistics, the composite channel estimation for these
users does not accurately reflect the propagation channel
experienced by each individual user in the subgroup. Since
IP-MMSE precoding is more sensitive to the degradation
of channel estimates compared to the CB scheme, the SE
provided by the IP-MMSE-based strategy suffers greater
degradation than that provided by the CB scheme as the
number of multicast subgroups decreases. In other words,
any MMSE-based precoding scheme would significantly
outperform CB precoding if accurate channel estimations
were available. However, the use of a composite channel
estimation process leads to inaccurate individual channel
estimates as the number of users in each multicast subgroup
increases. Unfortunately, the IP- MMSE strategy is much
more sensitive to channel estimation inaccuracies than the
CB scheme.

Measurable gains: In summary, multicast transmissions
in scenarios with uniform distribution of users degrade
the sum SE with respect to using unicast transmissions.
IP- MMSE unicasting provides 1.6× more 95%-likely sum
SE than CB unicast precoding, 5.8× more than G = 20
subgroups CB precoding, and 133× more than G = 1 single
multicast group CB precoding.

B. CLUSTERED DISTRIBUTION OF MULTICAST USERS

To validate the utilization of multicast transmissions, and in
contrast to the uniform user distribution just examined, we
now deploy scenarios where the multicast users are located in
square cluster areas of side 10 m, thus resulting in groups of

users located very close to one another (e.g., lecture theaters,
stations). This situation can extremely affect the channel
estimation and the precoding due to pilot contamination.
Fig. 4 shows the CDF of the sum SE of the multicast service
when the K = 500 users are placed in 10 spatial clusters of
50 users each when using unicast, single multicast, or mul-
ticast subgrouping transmissions. Furthermore, we employ
both centralized IP-MMSE and distributed CB precoding to
deliver the service to all the users.

1) Centralized IP-MMSE precoding

Fig. 4a shows that centralized IP-MMSE precoding achieves
the highest sum SE when transmitting to G = 100 groups.
Remarkably, this strategy tends to approach unicast trans-
mission (i.e., a larger number of subgroups, fewer users per
subgroup) while preventing pilot contamination among inter-
subgroup users located in the same spatial cluster (i.e., 100
multicast subgroups leads to an average of 10 subgroups per
spatial cluster and τp = 20). IP-MMSE allows the system to
mitigate interference from closely located subgroups. The
sole reason for not employing unicast is the significant
pilot contamination from neighboring users. Given that the
use of τp = 20 samples provides only 20 orthogonal
sequences, inter-subgroup pilot contamination is unavoidable
in a unicast scenario with G = 50 multicast subgroups, each
containing a single user located in a densely populated area.
This contamination particularly affects the performance of
IP-MMSE precoding. Indeed, it should be noted that the
predominant impact of inter-subgroup pilot contamination
emerges even when employing G = 200 subgroups, which
degrades compared to the case in which G = 100 subgroups.

2) Distributed CB precoding

In contrast, Fig. 4b reveals that when using CB precoding,
splitting the users into far fewer subgroups (G = 30 multi-
cast subgroups) exhibits the best trade-off between useful
signal and interference. This behavior can be understood
by noting that while increasing the number of subgroups
leads to better channel estimates (i.e., few users per multicast
subgroup), going beyond a certain level of partitioning
causes excessive cross-interference among subgroups located
in the same spatial cluster. That is, CB precoding does
not manage inter-subgroup interference and this is a factor
in enhancing the CB performance, so the fewer number
of multicast subgroups in a densely populated spatial area
the lower the inter-subgroup interference. Opposite to IP-
MMSE precoding, not only does the inter-subgroup pilot
contamination affect the CB performance, but also the inter-
subgroup DL interference. We should remark that the unicast
transmissions are severely degraded due to the strong pilot
contamination among users located in the same spatial
cluster (note that 50 users are sharing τp = 20 orthogonal
pilot sequences). Additionally, it can be inferred from Fig. 4b
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FIGURE 4. CDF of the sum SE. Clustered distribution of multicast users
with 10 spatial clusters (square cluster areas of side 10 m), of 50 users.
Unicast vs multicast with IP-MMSE and CB precoding. L=100 APs, N=4.

that using a single multicast transmission does not yield the
best sum SE performance. Therefore, it can be concluded
that creating multicast subgroups based on users’ locations
outperforms both unicast and single multicast transmissions
in scenarios where multicast users are distributed in spatial
clusters.

Measurable gains: In summary, multicast subgrouping
is the optimal strategy when the users are distributed in
spatial clusters. G = 100 subgroups IP-MMSE precoding
provides 1.9× more 95%-likely sum SE than IP-MMSE
unicast precoding, and 720× more than G = 1 single
multicast group IP-MMSE precoding. Whereas G = 30
subgroups CB precoding provides 3× more 95%-likely sum
SE than CB unicast precoding, and 10× more than G = 1
single multicast group CB precoding.

C. EVALUATION OF THE PER-USER SPECTRAL
EFFICIENCY

So far, results have been shown for the sum SE to reveal
the overall performance difference among different precoders
and subgrouping strategies. Nonetheless, it is also important
to re-examine these techniques on the basis of per-user
performance, as the power allocation policy implemented
supports both fairness and sum rate for the centralized
power control, and slightly promotes the sum rate, for the
distributed power control. In this subsection, we assess the
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(b) CB precoding

FIGURE 5. CDF of the per-user SE. Clustered distribution of multicast
users with 10 spatial clusters (square cluster areas of side 10 m), of 50
users. Unicast vs multicast with IP-MMSE and CB precoding. L=100

APs, N=4.

performance of both centralized IP-MMSE and distributed
CB precoding when using unicast, single multicast, and
multicast subgrouping to evaluate the per-user SE. Figure 5
illustrates these results for the 95%-likely SE per multicast
user.

1) Centralized IP-MMSE precoding

Fig. 5a shows the results obtained when employing the cen-
tralized IP-MMSE precoder. We observe that the maximum
95%-likely per-user SE is obtained by unicast transmissions
achieving almost 0.005 bit/s/Hz. Analyzing the sum SE and
the per-user SE with the IP-MMSE precoding (see Figs. 4a
and 5a), we can conclude that the configuration that pro-
vides the highest sum SE consists of creating 100 multicast
subgroups, achieving approximately a 95%-likely sum SE of
67.6 bit/s/Hz. However, we observe that this configuration
provides only a 95%-likely per-user SE of 0.0036 bit/s/Hz.
Note that the configuration providing the highest 95%-likely
per-user SE consists of unicast transmissions, delivering
almost 0.005 bit/s/Hz, but achieving a 95%-likely sum SE
of only 35.5 bit/s/Hz.

2) Distributed CB precoding
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(a) Square cluster areas of side 20 m / Centralized IP-MMSE precoding
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(b) Square cluster areas of side 20 m / Distributed CB precoding

0 20 40 60 80 100 120 140

0

0.2

0.4

0.6

0.8

1

(c) Square cluster areas of side 50 m / Centralized IP-MMSE precoding
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(d) Square cluster areas of side 50 m / Distributed CB precoding

FIGURE 6. CDF of the sum SE. Clustered distribution of multicast users with 10 spatial clusters of 50 users. Different sizes of the cluster areas. Unicast
vs multicast with IP-MMSE and CB precoding. L=100 APs, N=4.

On the other hand, Fig. 5b presents the per-user SE using
the distributed CB precoding. The best option for 95%-likely
per-user SE consists of creating 10 multicast subgroups
achieving close to 0.03 bit/s/Hz, thus more than six times
that achieved under IP-MMSE. The sum SE and the per-user
SE with the CB precoding (Figures 4b and 5b) reflect that
creating a moderate number of subgroups (i.e., 10) becomes
a good compromise between both results. Although creating
30 subgroups allows the system to achieve a 95%-likely sum
SE of approximately 65.3 bit/s/Hz, the use of only 10 mul-
ticast subgroups can achieve a 95%-likely sum SE of 57.3
bit/s/Hz. Nevertheless, the 95%-likely per-user SE obtained
is close to 0.03 for 10 subgroups, doubling the 95%-likely
per-user SE for 30 subgroups. It is interesting to observe
how the distributed CB precoding notably outperforms, in
terms of 95%-likely per-user SE, the centralized IP-MMSE
precoding. We should notice that IP-MMSE achieves the
best sum SE results using unicast transmissions. However,
simulation results in the clustered scenarios show how some
users’ locations are significantly better than others, degrading
the 95%-likely per-user SE. This situation is not improved
using IP-MMSE with multicast subgroups since the intra-
subgroup pilot contamination provides an inaccurate in-
dividual channel estimate that deteriorates the IP-MMSE
precoder performance. In fact, grouping closely-located users
to employ the composite channel estimate results in lower
degradation in CB precoder performance. In addition, this

grouping strategy minimizes the DL interference since the
subgroups will be not closely located. Note that all the
multicast users belonging to the same subgroup will benefit
from the same per-user SE. Thus, CB precoding demon-
strates superior performance as the number of users per
multicast subgroup increases, as it is less sensitive to channel
estimation inaccuracies than IP-MMSE, ultimately resulting
in a higher 95%-likely per-user SE.

After the performance analysis of centralized and dis-
tributed precoding strategies in the clustered distribution
of multicast users both with sum SE and per-user SE, it
should be noted that the highest sum SE achieved with
the IP-MMSE option is very similar to that obtained using
the best CB option. In such cases, other factors such as
the per-user SE and the computational complexity of the
precoder might be relevant to consider. The per-user SE
results push us to recommend the use of distributed CB
precoding with multicast subgrouping in clustered scenarios
since it allows the majority of the users to achieve a higher
SE performance. Moreover, note that in a similar manner to
the power allocation, which can be set following a prescribed
rate policy (e.g., sumrate, maxmin), so does the number
of subgroups G, which can also be set targeting different
objectives. These objectives are hard to find analytically
in practice making the optimization problem unaffordable
with conventional optimization techniques. Deep learning
techniques could be an appropriate way to determine the
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optimal number of multicast subgroups depending on the net-
work requirements, precoding scheme, and users’ and APs’
distribution. Note that the optimization problem depends
on large-scale parameters and can be optimized whenever
the spatial distribution changes significantly. Furthermore,
the solution to the optimization problem depends on the
variable to optimize, that is, sum SE, per-user SE, or EE.
The computational complexity will be an important factor in
deciding the precoding strategy. We should emphasize that
the lower the number of multicast subgroups, the lower the
computational complexity. Thus, to minimize the computa-
tional complexity we recommend employing CB precoding
that offers a lower computational complexity and provides a
better performance for multicast subgroups with more users.

Measurable gains: In summary, multicast subgrouping
with CB precoding is the optimal strategy when the users
are distributed in spatial clusters to maximize the 95%-likely
per-user SE. G = 10 subgroups CB precoding provides 1.9×
more 95%-likely per-user SE than G = 1 single multicast
group CB precoding, 6.2× more than CB unicast precoding,
and 6.8× more than IP-MMSE unicast precoding.

D. EFFECT OF THE SPATIAL CLUSTER AREA

In this subsection, we study the effect of the size of the
cluster areas where the multicast users are distributed. In
Fig. 6, results are presented for the sum SE when square
cluster areas of side 20 m and 50 m are employed.

1) Centralized IP-MMSE precoding

Figures 6a and 6c illustrate the sum SE using centralized
IP-MMSE precoding with square cluster areas of side 20 m
and 50 m, respectively. Comparing these results with those
presented in Fig. 4a (square clusters with a side length of
10 m), we observe similar trends, with neither unicast nor
a single multicast emerging as the best option. Nonetheless,
it is interesting to note that the larger the area of the spatial
cluster of multicast users, the larger the number of multicast
subgroups leading to the optimal sum SE.

In particular, whereas using G = 100 subgroups is the
best-evaluated option when users are distributed in square
cluster areas of side 20 m, using G = 200 subgroups is the
best option when increasing the square cluster area side to
50 m. Note that the larger the spatial cluster area where the
users are located is, the lower the density of users in this area
is, and consequently, the closer the scenario becomes to a
uniform distribution of users. While it is true that distributing
users in square spatial clusters with sides of 50 m results in
a distribution that is far from uniform, there is a tendency
towards a more uniform distribution, which favors the IP-
MMSE strategy.

Results for the extreme case have been depicted in Figure
3, wherein multicast users are uniformly distributed within
a square area of side 1000 meters. In this scenario, unicast

streams (i.e., G = 500 subgroups) are the preferred trans-
mission option for delivering the multicast service.

2) Distributed CB precoding

In Figures 6b and 6d, the sum SE results obtained using
distributed CB precoding for square cluster areas with side
lengths of 20 m and 50 m are presented. We observe similar
trends to those already presented in Fig. 4b (square clusters
with a side length of 10 m), observing that CB precoding
shows better performance with moderate G size (G = 20,
G = 30, G = 50) in contrast to IP-MMSE precoding (G =
100, G = 200).

Furthermore, we should notice that increasing the cluster
area size allows both the IP-MMSE and CB precoders
to achieve higher sum SEs as the number of subgroups
increases. Specifically, a larger optimal number of multicast
subgroups is obtained as the spatial cluster area increases.
Nevertheless, as depicted in Figure 4b, when striving for
the highest SE, employing distributed CB precoding leads
to fewer multicast subgroups (each with a larger number of
users) compared to centralized IP-MMSE precoding.

It is worth emphasizing that regardless of the cluster area,
whenever users are distributed within those spatial clusters,
creating multicast subgroups based on the spatial locations
of the users leads to better sum SE results compared to those
achieved under unicast or single multicast transmission.

Measurable gains: In summary, multicast subgrouping
continues appearing as the optimal strategy when the users
are distributed in larger spatial clusters (50 m side). G = 200
subgroups IP-MMSE precoding provides 2.4× more 95%-
likely sum SE than IP-MMSE unicast precoding, and 5.5×
more than single G = 1 multicast group IP-MMSE precod-
ing. While G = 30 subgroups CB precoding provides 1.6×
more 95%-likely sum SE than CB unicast precoding, and
9.4× more than single G = 1 multicast group CB precoding.

E. EFFECT OF THE SPATIAL CORRELATION AT THE APs

This subsection provides insights into how the spatial cor-
relation among the antennas of the APs impacts the perfor-
mance of multicast strategies. Fig. 7 illustrates the sum SE
for highly correlated antennas (covariance matrices obtained
using azimuth and elevation angular standard deviations
(ASDs) σφ = σθ = 5◦), and for uncorrelated Rayleigh
fading channels. The multicast users are assumed to be
located in square cluster areas of side 10 m.

1) Centralized IP-MMSE precoding

Analyzing the results in Figures 7a and 7c, obtained us-
ing centralized IP-MMSE precoding, it becomes apparent
that spatial correlation deteriorates performance, particularly
evident with fewer multicast subgroups and consequently,
with larger numbers of users per subgroup because spatial
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(a) ASD σφ = σθ = 5◦ / Centralized IP-MMSE precoding
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(b) ASD σφ = σθ = 5◦ / Distributed CB precoding
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FIGURE 7. CDF of the sum SE. Clustered distribution of multicast users with 10 spatial clusters square (cluster areas of side 10 m) of 50 users. Different
spatially correlated Rayleigh fading ASDs. Unicast vs multicast with IP-MMSE and CB precoding. L=100 APs, N=4.

correlation degrades the composite channel estimation and,
consequently, the precoder design is less accurate than in
the uncorrelated Rayleigh fading scenario. This is in stark
contrast to the situation in unicast transmissions, where spa-
tial correlation is known to be advantageous when users are
uniformly distributed (as reported in [33]), and the channel
estimation is carried out individually. In this latter case
(i.e., in a clustered scenario), note that the benefits spatial
correlation brings are somewhat overshadowed by the impact
of pilot contamination since the number of users located
in a spatial cluster area (50 users per subgroup) is higher
than the number of available orthogonal pilots (τp = 20
samples), thus the correlation matrices characterizing the
channels experienced by those users are very similar and the
pilot contamination cannot be compensated under spatially
correlated fading channels. While results remain largely
unaffected by spatial correlation when implementing the
G = 200 subgroup option (i.e., with low levels of intra-
subgroup pilot contamination), implementing options with
fewer multicast subgroups formed by a larger number of
users per subgroup (i.e., with high levels of intra-subgroup
pilot contamination) leads to a deterioration in the sum SE.
This decline occurs because the quality of common channel
estimation and the effectiveness of precoder design degrade
due to spatial correlation among antennas at the APs. This
trend can be easily observed in Figures 7a and 7c when
looking at the 1- or 10-subgroup options.

2) Distributed CB precoding

Figures 7b and 7d reflect the sum SE results using distributed
CB precoding in scenarios with highly correlated antennas
at the APs and scenarios with uncorrelated Rayleigh fading
channels, respectively. It can be observed that the deleterious
effects of spatial correlation are notably higher not only when
creating a few subgroups with a large number of users (e.g.,
1- or 10-subgroup options) but also when using unicast or
a large number of subgroups with a small number of users
per subgroup (e.g., 100- or 200-subgroup options).

The deteriorating performance of distributed CB precod-
ing in the presence of spatial correlation, as highlighted
in [33], is further exacerbated in scenarios where users are
spatially clustered, primarily due to the adverse impacts of
pilot contamination.

Furthermore, spatial correlation, as occurs with central-
ized IP-MMSE, degrades the common channel estimation
and the subsequent precoder design when compared to the
uncorrelated Rayleigh fading scenario. As it has been pointed
out before, irrespective of the degree of spatial correlation,
multicast subgrouping exhibits important enhancements in
the achieved sum SE with respect to the unicast or the single-
group multicast schemes.

Measurable gains: In summary, the spatial correlation at
the APs antennas degrades the sum SE when the multicast
users are distributed in spatial clusters. This degradation
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FIGURE 8. Sum SE and 95%-likely per-user SE vs number of multicast subgroups. 500 multicast users with different heterogeneous distributions.
Centralized IP-MMSE vs distributed CB precoding. L=100 APs, N=4.

is significantly larger using CB than IP-MMSE precoder.
G = 100 subgroups IP-MMSE precoding with uncorrelated
Rayleigh fading channels provides 1.4× more 95%-likely
sum SE than the same precoding with high correlated
Rayleigh fading channels. While G = 20 subgroups CB pre-
coding with uncorrelated Rayleigh fading channels provides
2.5× more 95%-likely sum SE than the same precoding with
high correlated Rayleigh fading channels.

F. ANALYSIS OF HETEROGENEOUS DISTRIBUTION OF
MULTICAST USERS

Finally, this subsection explores the impact different het-
erogeneous distributions of multicast users have on spectral
efficiency. These distributions present different mixes in the
numbers of uniformly distributed users, spatial clusters, and
users per spatial cluster that allow us to analyze the effect
of multicast subgrouping in a heterogeneous setting. We
consider a fixed number of K = 500 users, populating a
square area of side 1000 m under three different distributions
of users:

• Scenario 1 (highly clustered): 10 users uniformly dis-
tributed, 2 spatial clusters of 10 users, 4 spatial clusters
of 20 users, 3 spatial clusters of 30 users, and 6 spatial
clusters of 50 users.

• Scenario 2 (moderately clustered): 20 users uniformly
distributed, 2 spatial clusters of 10 users, 3 spatial
clusters of 20 users, 5 spatial clusters of 30 users, and
5 spatial clusters of 50 users.

• Scenario 3 (sparsely clustered): 100 users uniformly
distributed, 5 spatial clusters of 10 users, 5 spatial
clusters of 20 users, 5 spatial clusters of 30 users, and
2 spatial clusters of 50 users.

Figure 8 presents the sum SE and the 95%-likely per-
user SE in the described scenarios using both centralized
IP-MMSE and distributed CB precoding. Regarding the sum
SE results, it can be confirmed how neither using unicast
nor single-group multicast results in the highest sum SE
in any of the assessed spatial distributions of users and
precoding strategies. The number of multicast subgroups

that maximizes the sum SE depends on the distribution
of the multicast users. Clearly, by increasing the number
of uniformly distributed users, transitioning from a highly
clustered scenario to a sparsely clustered one, the number
of multicast subgroups needed to maximize the sum SE also
increases. Note that most of these subgroups consist of only
one user (unicast transmission), in fact matching the number
of uniformly distributed users. It is also noticeable that the
sum SE achieved using centralized IP-MMSE precoding out-
performs those obtained using distributed CB precoding. The
higher the number of uniformly distributed users, the larger
the benefit of using IP-MMSE in terms of sum SE. This
result can be explained by the enormous benefit in unicast
transmissions brought by IP-MMSE in comparison to what is
achieved under CB precoding. When increasing the number
of multicast subgroups (i.e., increasing the number of unicast
transmissions) beyond its optimal operational point, it is
found that IP-MMSE exhibits a more gradual degradation
in terms of SE than CB. It can be concluded that centralized
IP-MMSE precoding employs as many unicast transmissions
as strong pilot contamination permits. In contrast, distributed
CB precoding maximizes the sum SE by grouping users
based on their large-scale channel similarities.

Turning now our attention to Figure 8b, the 95%-likely
per-user SE shows that creating a small number of multicast
subgroups (i.e., around 10 subgroups depending on the users’
distribution) when relying on the distributed CB precoding
outperforms any other option (see zoomed region). The per-
user SE using CB precoding shows that multicast subgroup-
ing outperforms unicast and single multicast options. In
contrast, using IP-MMSE precoding, the 95%-likely per-
user SE increases with the number of unicast transmissions,
ultimately making unicast transmission virtually optimal.

It is worth emphasizing once more that even in heteroge-
neous user deployments, multicast subgrouping outperforms
the sum SE results achieved through unicast and single
multicast transmissions.
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V. CONCLUSION
This work has considered CF-mMIMO multicasting under
spatially correlated Rayleigh fading channels. In particular,
a novel framework has been proposed to assess the per-
formance of scalable multicast techniques in CF-mMIMO
networks when using different precoders and power allo-
cation strategies. Moreover, a novel subgrouping technique
has been proposed whereby multicast users are separated
based on their spatial location aiming at improving the
performance of the multicast service when users are not
uniformly distributed.

An exhaustive numerical evaluation reveals the benefits
brought by multicast subgrouping when users tend to form
spatial clusters defining hotspots with larger user densities
than those found in uniform distributions. The main conclu-
sions derived from this work are:

• Unicast transmissions utilizing centralized IP-MMSE
precoding are preferred when multicast users are uni-
formly distributed. However, when multicast users tend
to form spatial clusters, unicast transmissions suffer
severe degradation due to pilot contamination, whereas
multicast subgrouping can maintain significantly higher
rates. The advantages of multicast subgrouping persist
even with the expansion of the areas over which users
are spatially distributed (i.e., less densely populated
spatial clusters) or variations in spatial correlation
among the arrays of antennas at the APs.

• Distributed CB precoding improves centralized IP-
MMSE sum SE when a moderate number of multicast
subgroups is employed. Furthermore, distributed CB
precoding achieves significantly better results in terms
of 95%-likely per-user SE than centralized IP-MMSE
precoding.

• The heterogeneous distributions of users, encompassing
clusters with varying population densities alongside
users uniformly distributed across the network coverage
area, confirm that multicast subgrouping yields the
highest sum SE when employing IP-MMSE precoding.
Additionally, it demonstrates that CB precoding with
a small number of subgroups achieves the best 95%-
likely per-user SE.

It has been demonstrated that grouping users based on
their spatial channel similarities notably enhances the ef-
ficacy of multicast services in scenarios featuring a dense
concentration of nearby users. An intriguing avenue for
future research would be exploring deep learning techniques
to determine the optimal number of multicast subgroups.
This determination is linked to the average channel gain
vectors of users in the system, which, in turn, are somewhat
associated with their respective locations. This suggests that
leveraging a priori knowledge of users’ average channel gain
vectors could enhance the accuracy of finding the optimal
number of multicast subgroups. Additionally, leveraging
the derived SE closed-form expressions for CB, it appears

plausible to devise novel power allocation strategies aiming
at maximizing either the sum SE or the minimum per-user
SE.

Appendix A
Proof of Lemma 1
The MMSE estimate of the subgroup channel hg
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The MMSE estimate is a zero-mean complex Gaussian
vector whose correlation matrix can be straightforwardly
obtained as

E
{
ĥ
g

l

(
ĥ
g

l

)H}
= K2

gR
g
l Γ

−1
lg R

g
l . (32)

The subgroup channel estimation error h̃
g

l = hg
l − ĥ

g

l is
also a zero-mean complex Gaussian vector whose correlation
matrix is given by

E
{
h̃
g

l

(
h̃
g

l

)H}
= E

{
hg
l (h

g
l )

H
}
− E

{
ĥ
g

l

(
ĥ
g

l

)H}
= Rg

l −K2
gR

g
l Γ−1

lg R
g
l .

(33)

Appendix B
Proof of Lemma 2
The CB precoder can be expressed as

wlg =

√
ρlgDlgĥ

g

l√
E{∥Dlgĥ

g

l ∥2}
=

√
ρlgDlgĥ

g

l

Kg

√
tr (Λg

lR
g
l )

, (34)

where Λg
l =DlgR

g
l Γ

−1
lg . Using (4) and (7) in this expression,

and exploiting the uncorrelation between different channel
vectors, it can be shown that

E{ϱgglk }=

√
ρlgτpPp

tr (Λg
lR

g
l )

E
{
hH
lkΛ

g
l hlk

}
=

√
ρlgτpPp

tr (Λg
lR

g
l )

tr (RlkΛ
g
l ) . (35)
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A general expression for the expectation in (27) can be
obtained as

E


∣∣∣∣∣

L∑
l=1

ϱgclk

∣∣∣∣∣
2
=

L∑
l=1

L∑
l′=1

E {ϱgclk (ϱ
gc
l′k)

∗}

=

L∑
l=1

L∑
l′=1

√
ρlcρl′c

tr (Λc
lR

c
l ) tr (Λc

l′R
c
l′)

E {ϑgc
ll′k} ,

(36)

where ϑgc
ll′k = hH

lkΛ
c
ly

c
l (y

c
l′)

H(Λc
l′)

Hhl′k, k ∈ Kg. The
computation of E {ϑgc

ll′k} can be split in three different cases:

1) If ψc ̸= ψg, then

E {ϑgc
ll′k}=Eh,y

{
hH
lkΛ

c
ly

c
l (y

c
l′)

H(Λc
l′)

Hhl′k

}
=Eh

{
Ey|h

{
hH
lkΛ

c
ly

c
l (y

c
l′)

H(Λc
l′)

Hhl′k

∣∣h}}
=Eh

{
hH
lkΛ

c
l Ey

{
yc
l (y

c
l′)

H
}
(Λc

l′)
Hhl′k

}
=

{
tr (RlkΛ

c
lR

c
lDlc) , if l′ = l,

0, if l′ ̸= l.
(37)

2) If ψc=ψg and l ̸= l′, then

E {ϑgc
ll′k}=E

{
hH
lkΛ

c
ly

c
l

}
E
{
(yc

l′)
H(Λc

l′)
Hhl′k

}
=τpPp tr (Λc
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HRl′k

)
(38)

3) If ψc=ψg and l = l′, then
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2
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(
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c
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c
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H
)
, (39)

where the last equality is obtained by using (8).

Finally, combining (36)–(39), we have

E


∣∣∣∣∣

L∑
l=1

ϱgclk

∣∣∣∣∣
2
=

L∑
l=1

ρlc
tr (RlkΛ

c
lR

c
lDlc)

tr (Λc
lR

c
l )

+


∣∣∣∣ L∑
l=1

√
ρlcτpPp

tr (RlkΛ
c
l )

tr (Λc
lR

c
l )

∣∣∣∣2 , if ψc = ψg,

0, if ψc ̸= ψg.

(40)
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