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A B S T R A C T

The bi-objective Double Floor Corridor Allocation Problem is an operational research problem with the goal
of finding the best arrangement of facilities in a layout with two corridors located in two floors, in order
to minimize the material handling costs and the corridor length. In this paper, we present a novel approach
based on a combination of Path Relinking strategies. To this aim, we propose two greedy algorithms to produce
an initial set of non-dominated solutions. In a first stage, we apply an Interior Path Relinking with the aim
of improving this set and, in the second stage, apply an Exterior Path Relinking to reach solutions that are
unreachable in the first stage. Our extensive experimental analysis shows that our method, after automatic
parameter optimization, completely dominates the previous benchmarks, spending shorter computation times.
In addition, we provide detailed results for the new instances, including standard metrics for multi-objective
problems.
1. Introduction

Facility Layout Problems (FLP) are a family of operational research
problems with the goal of finding the best arrangement of facilities in
a given layout to minimize a certain objective function [1]. This family
of problems has a wide range of applications, including manufacturing
systems [2], delivery services [3], urban and office planning [4], and
the design of file layouts for computer storage systems [5]. In addition,
FLP have three main resolution approaches: exact methods, heuristic
methods, and intelligence approaches [6]. In this paper, we focus on
the second approach, through metaheuristics.

The initial research on FLP was conducted in [7], who focused on
the Single Row Facility Layout Problem (SRFLP). Then, the Double
Row Facility Layout Problem (DRFLP) was proposed in [8] which
has two rows instead of one. Later, the Multiple Row Facility Layout
Problem (MRFLP) was proposed in [9], where the layout has more
than two rows. In addition to the number of rows, other variants
consider additional features: spaces are allowed between facilities, the
facilities have the same width, or the number of objectives is greater
than one [10]. One of the most interesting variants of the family is the
Corridor Allocation Problem (CAP), which was introduced in [11]. The
CAP is a variant of the DRFLP, where there are no spaces between the
facilities, and all rows are aligned to the leftmost point.
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way of making Europe’’ under grant refs. PID2021-126605NB-I00 and RED2022-134480-T.
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The bi-objective Corridor Allocation Problem (bCAP) has been in-
troduced in the literature in [10]. As in CAP, this problem involves
finding the optimal layout for several facilities to minimize material
handling cost. In addition, there is a second objective that involves
minimizing the length of the corridor. As stated in [10], these objectives
are opposed. In this paper, the authors implemented a Permutation
Genetic Algorithm (PGA), based on the algorithm proposed in [12].
They use a non-dominated set of solutions (ND) for this problem, and
the crowding distance is also used to maintain a diverse set of non-
dominated solutions. This paper proposes solutions for instances up to
80 facilities. The authors report the execution time to reach the best
ND set for each instance together with the quality of the end points in
each ND. The same authors improved their results in [13] by adding an
insertion-based local search technique from [14] to their previous PGA
algorithm.

The bi-objective Double Floor Corridor Allocation Problem (bDF-
CAP) is a bCAP variant with two different floors introduced in [15].
In this work the authors propose a Mixed Integer Linear Programming
and also a Memetic Algorithm which hybridizes a Genetic Algorithm
using a Variable Neighborhood Search algorithm (GAVNS). The authors
compare their results with the bCAP in [13] for instances containing up
to 15 facilities. Moreover, they executed their GAVNS for instances up
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to size 30, reporting a set of non-dominated solutions bounded to ten
solutions through the crowding distance.

In this paper, we extend a preliminary work where a multi-objective
Path Relinking approach was proposed to tackle bDFCAP [16]. More
precisely, we thoroughly explain the constructive method that produces
an initial set of diverse non-dominated solutions and propose a dif-
ferent Path Relinking strategy based on two stages. In a first stage,
we apply an Interior Path Relinking with the aim of improving this
set, and, in a second stage, we apply an Exterior Path Relinking to
reach solutions that are unreachable in the first stage. The results
obtained with this proposal completely dominate the state-of-the-art
solutions, spending shorter computation times. In addition, a new
dataset of larger instances is provided as well as the detailed results
obtained with our proposal. To our knowledge, this is the first work
in which Interior and Exterior Path Relinking are combined and they
are not hybridized with any other algorithm to solve a multi-objective
optimization problem [17].

The following sections of this paper are outlined. Section 2 provides
a problem description of the bDFCAP. Section 3 explains our proposal
to solve this problem. Section 4 introduces automatic performance
metrics to adjust algorithm parameters, compares the performance of
our algorithm with the state of the art, and provides results for larger
new instances. Finally, Section 5 presents the conclusions and potential
future research.

2. Problem description

The bDFCAP considers a two-level floor: the lower and upper floors.
The facilities are arranged along both sides of a corridor on each
floor, ensuring that there is no space between consecutive facilities
in a sequence. In addition, an elevator, located at the beginning of
the sequences, enables material transfer between facilities situated on
different floors. Fig. 1 illustrates the layout of the problem, showing
that the rows are aligned to the leftmost point, where the elevator
is placed. The purpose of the problem is to organize all the facilities
within the layout to achieve minimal values for both the total Material
Handling Cost (MHC) and the Corridor Length (CL). The MHC is
calculated as the weighted aggregated sum of the distances from center
to center between each pair of facilities in the layout, while CL is the
measure of the longest row. Note that it is necessary to consider the
route through the elevator when calculating the distances between the
facilities on separate floors.

In a more formal manner, the problem involves a set 𝐹 comprising
𝑛 facilities, where 𝑛 = |𝐹 |. Each facility 𝑖 ∈ 𝐹 is associated with a
length 𝑙𝑖, and there exists a flow cost per unit distance 𝑐𝑖𝑗 between
every pair of facilities 𝑖, 𝑗 ∈ 𝐹 . The setting includes a layout with two
floors (designated as floors 1 and 2) separated by a height ℎ, as well
as two rows on each floor (referred to as rows 1 and 2) separated by
a width corridor 𝑤. The bDFCAP requires determining an allocation of
facilities to floors 𝑓 ∶ 𝐹 → {1, 2} and rows 𝑟 ∶ 𝐹 → {1, 2}, along with
a vector 𝑥 ∈ R𝑛 representing the central positions of all the facilities
in the layout measured from a fixed left origin where the elevator is
located. The objective is to minimize both the total MHC and CL. Thus,
a solution is given by the 3-tuple {𝑓 , 𝑟, 𝑥} which locates every facility
𝑖 in 𝐹 at position 𝑥𝑖 of floor 𝑓𝑖 and row 𝑟𝑖. Table 1 summarizes the
notation (sets, subscripts, parameters, and variables of the problem)
used throughout the paper. Since a MILP model is provided in [15],
we present an alternative mathematical formulation more suitable for
our algorithmic proposal:

min  (𝑓 , 𝑟, 𝑥) = (𝑀 𝐻 𝐶 ,𝐶 𝐿) (1a)

s.t. 𝑀 𝐻 𝐶 =
∑

𝑖,𝑗∈𝐹
𝑖<𝑗

𝑐𝑖𝑗𝑑𝑖𝑗 (1b)

 = max{𝐿 , 𝐿 , 𝐿 , 𝐿 } (1c)
𝐶 𝐿 11 12 21 22

2 
Fig. 1. Layout with two floors and one corridor per floor. Facility 3 is located in the
first floor (𝑓3 = 1) first row (𝑟3 = 1). Similarly, facility 14 is located in the first floor,
second row (𝑓14 = 1, 𝑟14 = 2), facility 6 in (𝑓6 = 2, 𝑟6 = 1), facility 13 in (𝑓13 = 2,
𝑟13 = 2), and so on.

Table 1
Summary of the notation used in this paper.

Sets and subscripts Description

𝐹 Set of facilities
𝑖, 𝑗 Facilities

Parameters Description

𝑤 Corridor width
ℎ Height between two floors
𝑛 Number of facilities in 𝐹
𝑙𝑖 Length of facility 𝑖
𝑐𝑖𝑗 Flow cost per unit distance between facilities 𝑖 and 𝑗

Variables Description

𝑓 Mapping assigning each facility in 𝐹 to a floor in {1, 2}
𝑟 Mapping assigning each facility in 𝐹 to a row in {1, 2}
𝑥𝑖 Distance between the left origin and the center of facility 𝑖
𝑑𝑖𝑗 Distance between the center of facilities 𝑖 and 𝑗

|𝑥𝑖 − 𝑥𝑗 | ≥ (𝑙𝑖 + 𝑙𝑗 )∕2 𝑖, 𝑗 ∈ 𝐹 , 𝑖 < 𝑗 , 𝑟𝑖 = 𝑟𝑗
(1d)

𝑑𝑖𝑗 = |𝑥𝑖 − 𝑥𝑗 | 𝑖, 𝑗 ∈ 𝐹 , 𝑖 < 𝑗 , 𝑓𝑖 = 𝑓𝑗 , 𝑟𝑖 = 𝑟𝑗
(1e)

𝑑𝑖𝑗 = |𝑥𝑖 − 𝑥𝑗 | +𝑤 𝑖, 𝑗 ∈ 𝐹 , 𝑖 < 𝑗 , 𝑓𝑖 = 𝑓𝑗 , 𝑟𝑖 ≠ 𝑟𝑗
(1f)

𝑑𝑖𝑗 = 𝑥𝑖 + 𝑥𝑗 +𝑤 + ℎ 𝑖, 𝑗 ∈ 𝐹 , 𝑖 < 𝑗 , 𝑓𝑖 ≠ 𝑓𝑗
(1g)

𝐿𝑎𝑏 =
∑

𝑖∈𝐹
𝑓𝑖=𝑎∧ 𝑟𝑖=𝑏

𝑙𝑖 𝑎, 𝑏 ∈ {1, 2}

(1h)

Eqs. (1b) and (1c) express the MHC and CL objectives, respectively.
Eq. (1d) prevents the overlap between two neighboring facilities in the
same row. Eqs. (1e) to (1g) calculate the distance between two facilities
in three distinct scenarios: (1e) when they are in the same row on the
same floor, (1f) when they are in different rows on the same floor and
(1g) when they are on different floors. Notice how, in this last case (1g),
the distance between facilities 𝑖 and 𝑗 considers the distance 𝑥𝑖 from
the center of facility 𝑖 to the left origin (where the elevator is located),
half the width of the corridor 𝑤∕2 to reach the elevator (symmetrically
located between both rows), the height ℎ that separates both floors,
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Fig. 2. Detailed selection of facilities in the constructive procedure.
other 𝑤∕2 units to reach the row where facility 𝑗 is located, and the
distance 𝑥𝑗 to reach facility 𝑗. Finally, Eq. (1h) determines the length
of each row.

3. Path relinking

In this paper, we propose to address the bDFCAP problem by means
of an ensemble of Path Relinking (PR) processes. Initially designed
as a method to merge intensification and diversification strategies
in Tabu Search [18], PR operates by creating a path between two
solutions following different criteria. The aim of the method is to
identify promising solutions in the generated path. In the case of
multi-objective optimization, the promising solutions will be those that
are not dominated by the current set of non-dominated solutions. PR
has been hybridized with multiple algorithms to solve multi-objective
problems [17]. However, in this work, we propose using PR as the
unique algorithm in the optimization process, which is a novelty in the
literature.

Before describing the proposed PR strategy, we next describe the
constructive procedure that generates the initial set of non-dominated
solutions.

3.1. Constructive procedure

In this work, we start by constructing a number of solutions using
a greedy strategy for both, MHC and CL, objectives. Fig. 2 shows an
example of this process that considers the instance S9H containing
𝑛 = 9 facilities that can be located in 4 different rows in a layout
similar to the one shown in Fig. 1, with four rows, two per floor.
In addition, the background color represents the row in which each
one is located. In order to favor diversification, the method starts by
locating a randomly selected facility 𝑖 ∈ 𝐹 at the beginning of each
row and removing them from the set of available facilities 𝐹 . Then, it
sequentially adds a new facility to the partial solution 𝜑𝑝 until all the
facilities are located. For this purpose, the method generates a list of
candidate solutions by inserting each facility 𝑖 ∈ 𝐹 into every position
in the partial solution. Then, select the best solution from this candidate
list in terms of the objective function used to measure the solution
quality (MHC or CL). As seen in the figure, one of the solutions in the
candidate list is selected as the new partial solution 𝜑𝑝, removing the
corresponding facility from 𝐹 and generating a new candidate list. This
selection process is repeated until 𝐹 is empty.

This procedure is used to construct maxCons solutions using the
MHC objective to make the greedy decision. Note that despite the
greedy selection of facilities, the generated solutions are diverse since
the first facility is chosen at random. Then, the whole constructive
3 
Fig. 3. Constructive procedure generates two sets of solutions that, theoretically, are
situated in different areas of the objective functions space. Dark colored points represent
non-dominated solutions.

method is repeated to generate a different set of other maxCons solu-
tions but using the CL objective as the greedy decision to incorporate
new facilities into the partial solution at each iteration.

As a result, this method will generate two different sets of solutions
as shown in Fig. 3, where the set depicted in light red represents
the maxCons solutions constructed using the MHC as greedy function,
and the set depicted in light green represents the maxCons solutions
constructed trying to minimize the CL. As stated in [15], the bDFCAP
deals with opposing objectives, since reducing the CL implies to locate
the facilities in different floors with the corresponding increase of the
MHC due to a high value of ℎ. Notice that ℎ could include not only the
vertical distance among the floors, but also the energy consumption of
the elevator, increasing the actual cost associated with MHC.

In these scenarios, the question arises as to which of the generated
solutions is better. In single-objective problems, it is elementary to
determine the superiority of one solution over another. When dealing
with minimization problems, the preferred solution is the one with the
lowest objective function value, whereas in maximization problems,
the one with the highest value is chosen. However, in multi-objective
problems, the comparison involves multiple objective functions. Specif-
ically, in this case, we are working with two functions that require
minimization. A solution can dominate, be dominated by, or be non-
dominated concerning another solution. To be more precise, a solution
𝜑1 dominates another solution 𝜑2 (represented as 𝜑1 ≺ 𝜑2) if, for every
objective function  , 𝜑 is superior or equal, and there is at least one
𝑖 1
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Fig. 4. Two hypothetical paths to explore by the IPR procedure between each solution
𝜑1 ∈ 𝑆1 and 𝜑2 ∈ 𝑆2 on both directions.

objective function where 𝜑1 excels. This concept is formally defined
in Eq. (2).

𝜑1 ≺ 𝜑2 𝚒𝚏

∀𝑖 ∈ {1,… , 𝑘},𝑖(𝜑1) ≤ 𝑖(𝜑2),

∧ ∃𝑖 ∈ {1,… , 𝑘},𝑖(𝜑1) < 𝑖(𝜑2).

(2)

Given that our algorithm operates on multiple solutions simultane-
ously, it is essential to arrange them in an appropriate data structure.
In this context, we will make use of a set referred to as ND, which is
specifically designed to hold non-dominated solutions exclusively. In
the example shown in Fig. 3, this set contains the solutions depicted in
dark red and dark green colors.

3.2. Interior path relinking

Interior PR (IPR) creates a trajectory connecting two high-quality
solutions by exploring new solutions while traversing the path, as
described in [19]. The procedure consists of gradually incorporating
the characteristics of a second high quality solution, referred to as the
guide solution, into a first solution, known as the initial solution. Given
that both solutions are of significant quality, the expected result is that
exploring the path connecting both solutions will lead to uncovering
novel and valuable regions of the search space.

Let us consider the initial set of solutions shown in Fig. 4, where 𝑆1
(𝑆2) is the set of solutions constructed trying to minimize MHC (CL).
Our IPR proposal generates a path between each solution 𝜑1 ∈ 𝑆1 and
each solution 𝜑2 ∈ 𝑆2 in both directions (that is, using 𝜑1 as the initial
solution and 𝜑2 as the guide one, and vice versa).

Since the aim of IPR is to perform moves that transform the ini-
tial solution into the guide one, and the given solutions may present
different number of facilities on each row, we have divided the IPR
process into two phases. The first phase will gradually transform the
initial solution into an intermediate solution with the same number of
facilities per row than the guide solution by using insert moves. The
second phase will gradually transform the intermediate solution into the
guide one by means of exchange moves.

Fig. 5 shows an example of the path followed by the first phase
of our IPR proposal to reach an intermediate solution from the initial
solution shown on the left side of the figure. As in Fig. 2, this example
considers the instance S9H containing 𝑛 = 9 facilities that can be
located in two floors with 2 rows each. To simplify our discussion, we
refer to the initial solution as 𝜑 and the guide solution as 𝜒 .

At this point, let us define a vector 𝑁𝜑 with the number of facilities
in each row of 𝜑, hence, in this example, 𝑁𝜑 = {4, 3, 1, 1} and 𝑁𝜒 =
4 
{2, 2, 3, 2}. Then, to match the number of facilities in each row of
solutions 𝜑 and 𝜒 , |𝑁𝜑

𝑢 | = |𝑁𝜒
𝑣 | for all 𝑢, 𝑣 ∈ {1, 2, 3, 4}, all the candidate

insert moves in each iteration are defined as those insertions of facilities
from a row 𝑢 with 𝑁𝜑

𝑢 > 𝑁𝜒
𝑢 to a row 𝑣 with 𝑁𝜑

𝑣 < 𝑁𝜒
𝑣 . In the example

of Fig. 5, the facilities 6, 2, and 4 in row 1 of 𝜑 (not present in row
1 of 𝜒) are candidate facilities to be inserted in rows 3 and 4, since
𝑁𝜑

3 < 𝑁𝜒
3 and 𝑁𝜑

4 < 𝑁𝜒
4 , respectively. Specifically, observing the

position of facilities 6, 2 and 4 in the guide solution 𝜒 , facility 6 can
be inserted in row 3, and facilities 2 and 4 can be inserted in row 4.
Moreover, we intend to benefit from placing a facility in the identical
location as it appears in the guide solution (facility 6 is inserted at the
beginning of row 3, and facilities 2 and 4 at the end or beginning of
row 4, respectively). Similarly, facilities 1, 3 and 8 in row 2 of 𝜑 (not
present in row 2 of 𝜒) can be removed from row 2 but, in this case,
only facilities 1 and 8 can be inserted in row 3, since the insertion
of facility 3 in row 1 would lead to an increase on its size, when our
objective in this first IPR phase is to reduce it to reach a layout with
|𝑁𝜑

1 | = |𝑁𝜒
1 | = 2.

Hence, starting from the initial solution, the first block of solutions
with a gray background in Fig. 5 represents the five possible insert
moves that can be applied to approach the guide solution during the
first phase of our IPR proposal: insert facility 6 in row 3, insert facility
2 in row 4, insert facility 4 in row 4, insert facility 1 in row 3, and
insert facility 8 in row 3. Note the move label on top of each solution.

Once all possible insert moves are identified at each iteration, our
IPR proposal selects one of them to generate the next solution on
the path to the intermediate solution. For this purpose, the procedure
selects one of these moves using a greedy function, following a Greedy
Randomized Adaptive Search Procedure (GRASP) methodology [20].
In this case, the greedy function of a candidate move 𝑔(𝑚𝑜𝑣𝑒) is the
objective function of the resulting solution after the insert move, and
the selected move is randomly chosen from a restricted candidate list
built including all candidate moves with 𝑔(𝑚𝑜𝑣𝑒) ≤ 𝑔𝑚𝑎𝑥−𝛼(𝑔𝑚𝑎𝑥−𝑔𝑚𝑖𝑛),
where 𝛼 controls the balance between a purely random (𝛼 = 0) or
a purely greedy (𝛼 = 1) selection. Note that the selected solution is
surrounded by a blue line in Fig. 5. The first phase of the IPR procedure
will continue until reaching an intermediate solution where all the rows
have the same number of facilities as the guide solution.

Fig. 6 shows a bidimensional representation of the quality of the
solution of the five different solutions generated by the insert move
applied over the initial solution in the example depicted in Fig. 4. In this
example, the solution represented by a circle with red (green) border
would be the selected solution to continue the path if we use the MHC
(CL) objective as a greedy function with a purely greedy selection. As
will be shown later, we use both objectives alternatively.

The second phase of the IPR procedure iteratively applies exchange
moves (interchanging the positions of two facilities 𝑖 and 𝑗 in the
layout) from the intermediate solution to match the guide solution.
Therefore, it analyzes all the facilities in 𝜑 to check if they are located
at the same position in 𝜒 , otherwise an interchange is needed to match
this facility in both solutions. Fig. 7 shows the second phase after the
example in Fig. 5. As seen, only facilities 7, 6, 8 and 4 in the intermediate
solution match their position in the guide solution in the first iteration of
this phase. Hence, to reach the guide solution, we need to exchange the
position of the other five facilities (2, 1, 3, 5 and 9) in the intermediate
with their corresponding position in the guide solution. Fig. 7 shows
in the first gray background block the five possible exchange moves
together with its resulting solution in the first iteration of this second
IPR phase. The procedure then selects one of these moves using the
GRASP strategy defined before, and this process (identifying all possible
exchange moves and selecting one) is repeated until it reaches the guide
solution.

Algorithm 1 summarizes the pseudo-code of the 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 proce-
dure proposed in this study whose behavior has been described. The
algorithm takes four input parameters, the initial solution 𝜑, the guide
solution 𝜒 , a parameter 𝛼 that balances the GRASP selection of the next
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Fig. 5. First phase of the IPR procedure: Several insert moves are applied to match the number of facilities in each row of the guide solution.
Fig. 6. Selected solution according to the greedy function used in each case: Circle
with red solid line for MHC; and circle with green solid line for CL.

solution on the path, and the objective function obj (MHC or CL) used in
this GRASP selection. The algorithm consists of a loop that iterates until
the current solution becomes the guide solution. After applying the insert
(step 3) or exchange (step 5) moves depending on whether we are in the
first or second phase of the IPR procedure, respectively, line 6 selects
(from 𝑆) the next solution in the path using a GRASP-based criterion
according to the parameters obj and 𝛼. Then, step 7 updates the set
of non-dominated solutions ND with the set of solutions 𝑆 obtained
in step 3 or 5. This function will assess whether any solution 𝜑 ∈ 𝑆 is
dominated by any existing member of the set. If 𝜑 is not dominated, the
function will evaluate all current solutions in the ND set, disregarding
those dominated by 𝜑. The loop ends when 𝜑 = 𝜒 , returning the set of
non-dominated solutions in step 8.

Algorithm 1: InteriorPR (𝜑, 𝜒 , 𝛼 , 𝑜𝑏𝑗)
1 while 𝜑 ≠ 𝜒 do
2 if ∃𝑢 ∶ |𝑁𝜑

𝑢 | ≠ |𝑁𝜒
𝑢 | then

3 𝑆 ← 𝙸𝚗𝚜𝚎𝚛𝚝𝙼𝚘𝚟𝚎𝚜(𝜑)

4 else
5 𝑆 ← 𝙴𝚡𝚌𝚑𝚊𝚗𝚐𝚎𝙼𝚘𝚟𝚎𝚜(𝜑)

6 𝜑 ← 𝙽𝚎𝚡𝚝𝚂𝚘𝚕𝚞𝚝𝚒𝚘𝚗(𝑆 , 𝛼 , 𝑜𝑏𝑗)
7 𝑁 𝐷 ← 𝚄𝚙𝚍𝚊𝚝𝚎(𝑁 𝐷 , 𝑆)
8 return 𝑁 𝐷
5 
3.3. Exterior path relinking

Exterior PR (EPR) is a PR variant that has been successfully used in
different works [21–23]. However, EPR was never applied to a problem
of the FLP family, which is one the main contributions of this paper.

EPR involves creating a path starting from the guide solution with
the aim of moving beyond both the initial and the guide solutions. While
in the preceding section the search space was confined to the region
between the initial and guide solutions, in this approach the exploration
extends beyond these boundaries. Therefore, two decisions have to be
made. On the one hand, how to measure the distance between the
current solution and both the initial and the guide ones. On the other
hand, which criteria will determine the stop of the process. Regarding
the distance, we have opted for the Kendall–Tau distance [24], which
measures how many inversions exist between two permutations, con-
sidering that an inversion is a pair of elements that are in a different
order in one permutation with respect to the other, as it is described
in [25]. Finally, we have established a number of maximum iterations
as a parameter of the procedure.

Algorithm 2 shows the pseudo-code of the 𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 procedure
proposed in this work. The algorithm receives four input parameters,
the initial solution 𝜑, the guide solution 𝜒 , a parameter 𝛽 that controls
the balance between a random or greedy selection of the next solution
on the path, and the number of iterations of the algorithm maxIters.
The algorithm starts by initializing the set of non-dominated solutions
𝑁 𝐷 to an empty set in step 1, and the current solution in the path
𝜒 ′ to 𝜒 . Then it uses the Kendall–Tau distance in step 3 to calculate
the distance 𝐷𝜑 from the current solution 𝜒 ′ to 𝜑. Notice that we set
𝐷𝜒 = 0 in step 4 since 𝜒 ′ = 𝜒 in the first iteration. The algorithm
then iterates maxIters times through steps 5 to 15 trying to explore
different regions of the search space than the one explored by the IPR
procedure. In each iteration, the loop starts obtaining the solutions
from the generated neighborhoods applying insert (𝑁𝑖𝑛𝑠) and exchange
(𝑁𝑒𝑥𝑐) moves to the current solution 𝜒 ′ in steps 6 and 7, respectively,
and updating the ND set with the solutions in these neighborhoods
(𝑁𝑖𝑛𝑠 ∪ 𝑁𝑒𝑥𝑐) in step 8. Then, in step 9 it gets all the solutions in ND
with a Kendall–Tau distance greater than 𝐷𝜑 and 𝐷𝜒 , storing the result
in set 𝑆 in order to get the next solution for the path. If there are
solutions in 𝑆, the algorithm gets the new solution on the path 𝜒 ′ from
𝑆 through a GRASP-based selection controlled by the parameter 𝛽 and
the greedy function 𝑀 𝐻 𝐶 and updates the Kendall–Tau distances 𝐷𝜑
and 𝐷𝜒 keeping iterating (steps 11 to 13). In this selection process 𝐶 𝐿
was also tested in a preliminary experimentation, but the results were
very unsuccessful. If 𝑆 is empty, the iteration process is stopped before
reaching the maximum number of iterations. Finally, the algorithm
ends up returning ND in step 16.
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Fig. 7. Second phase of the IPR procedure: Several exchange moves are applied to match the guide solution.
Algorithm 2: Exterior PR (𝜑, 𝜒 , 𝛽 , 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟𝑠)
1 𝑁 𝐷 ← ∅
2 𝜒 ′ ← 𝜒
3 𝐷𝜑 ← 𝙺𝚎𝚗𝚍𝚊𝚕𝚕𝚃𝚊𝚞𝙳𝚒𝚜𝚝𝚊𝚗𝚌𝚎(𝜑, 𝜒 ′)
4 𝐷𝜒 ← 0
5 for 𝑖 = 1 𝐭 𝐨 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟𝑠 do
6 𝑁𝑖𝑛𝑠 ← 𝙸𝚗𝚜𝚎𝚛𝚝𝙽𝚎𝚒𝚐𝚑𝚋𝚘𝚛𝚑𝚘𝚘𝚍(𝜒 ′)
7 𝑁𝑒𝑥𝑐 ← 𝙴𝚡𝚌𝚑𝚊𝚗𝚐𝚎𝙽𝚎𝚒𝚐𝚑𝚋𝚘𝚛𝚑𝚘𝚘𝚍(𝜒 ′)
8 𝑁 𝐷 ← 𝚄𝚙𝚍𝚊𝚝𝚎(𝑁 𝐷 , 𝑁𝑖𝑛𝑠 ∪𝑁𝑒𝑥𝑐 )
9 𝑆 ← 𝙵𝚒𝚕𝚝𝚎𝚛𝚎𝚍𝚂𝚘𝚕𝚞𝚝𝚒𝚘𝚗𝚜(𝑁 𝐷 , 𝐷𝜑, 𝐷𝜒 )
10 if 𝑆 ≠ ∅ then
11 𝜒 ′ ← 𝙽𝚎𝚡𝚝𝚂𝚘𝚕𝚞𝚝𝚒𝚘𝚗(𝑆 , 𝛽 ,𝑀 𝐻 𝐶 )
12 𝐷𝜑 ← 𝙺𝚎𝚗𝚍𝚊𝚕𝚕𝚃𝚊𝚞𝙳𝚒𝚜𝚝𝚊𝚗𝚌𝚎(𝜑, 𝜒 ′)
13 𝐷𝜒 ← 𝙺𝚎𝚗𝚍𝚊𝚕𝚕𝚃𝚊𝚞𝙳𝚒𝚜𝚝𝚊𝚗𝚌𝚎(𝜒 , 𝜒 ′)

14 else
15 𝐛𝐫 𝐞𝐚𝐤
16 return 𝑁 𝐷

Fig. 8 graphically shows the behavior of the EPR procedure. The
left part of the figure shows solutions 𝜑, 𝜒 and 𝜒 ′, denoting with a
red area the theoretical forbidden space of solutions, since the distance
with both 𝜑 and 𝜒 will decrease in that area. The green areas denoted as
𝑁𝑖𝑛𝑠 and 𝑁𝑒𝑥𝑐 represent the theoretical space of solutions generated by
both insert and exchange moves, and may overlap with the red area. The
green dot in the figure shows a candidate 𝜒 ′ solution that is separated
from both solutions 𝜑 and 𝜒 . Once the solution is updated, the new
forbidden area is formed by the distances from 𝜒 ′ to 𝜑 and from 𝜒 ′ to
𝜒 , as shown in the right part of the figure.

3.4. Final algorithmic proposal

Once the constructive procedure and the PR methods have been
described, we now show how they are combined to form the final
algorithm proposed in this work, which is purely based on PR. We name
this proposal Combined Bi-objective Path Relinking (CBPR).

Algorithm 3 depicts the pseudo-code of the CBPR. The algorithm
takes four input parameters: the number of iterations for the greedy
construction phase maxCons; the number of iterations to run the
𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 procedure, maxIters; and the parameters 𝛼 and 𝛽 control-
ling the balance of the random/greedy selection of the next solution in
the path for the 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 and 𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 procedures, respectively.

The algorithm starts in step 1 initializing the set of non-dominated
solutions ND to an empty set. Then, steps 2 and 3 generate maxCons
6 
solutions each, according to the procedure explained in Section 3.1,
storing these initial solutions in sets 𝑆1 and 𝑆2, respectively, using both
objective functions. Next, steps 4 to 10 connect each solution in 𝑆1 to
each of the solutions in 𝑆2 (and the reverse path) using the 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁

procedure (see Section 3.2) for both objective functions, updating the
ND set with all the solutions found along these paths in step 10. Notice
how 𝛼 = 1 during this phase, leading to the selection of the best possible
solution (according to the corresponding objective) in each iteration
(pure greedy behavior). At this point, an initial set of non-dominated
solutions ND is created. The algorithm enters now into a loop (steps
12 to 25) trying to improve the quality of ND. For this purpose, step
22 updates this set with all the solutions found in the paths generated
by the 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 and 𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 procedures applied to every pair of
solutions in ND, and the process continues while any of the solutions
generated in these paths modifies ND. Notice how, unlike in the first
phase of the algorithm (steps 6 to 9), the 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁 (𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁)
procedure does not state 𝛼 = 1 (𝛽 = 1), since it would lead the algorithm
to explore the same paths for those pairs of solutions in the ND set
which have not changed from one iteration to another. If the set of non-
dominated solutions does not change, the final loop ends. Otherwise,
the set is updated and the loop continues (steps 23 to 25). Finally, the
algorithm returns the set ND of non-dominated solutions in step 26.

As stated before, the CBPR algorithm does not match with any
previous algorithm from the literature, since PR is usually a comple-
ment to other algorithms like local search [23], GRASP [22], Scatter
Search [18] or Tabu Search [26]. However, as we will show in the
experimental results, it is able to obtain quality solutions in competitive
execution times.

4. Computational results

This section presents the experimental findings of our proposed
method. In particular, while previous research examined only 22 in-
stances [15], we have expanded the data set to include 10 addi-
tional and larger instances, resulting in a total of 32 instances ana-
lyzed. We believe these instances will be valuable for future scientific
investigations.

We implemented our algorithms using Java 17 and conducted the
experiments on a Windows 11 laptop equipped with an Intel i7 1065G7
processor operating at 1.3 GHz, along with 16 GB of RAM. All the
code, instances, and detailed results are available in (URL available upon
acceptance).

4.1. Multi-objective metrics

In order to evaluate the quality of solutions in multi-objective
optimization problems, various researchers suggest that the results of
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Fig. 8. EPR procedure: First iteration (left); iteration i (right).
Algorithm 3: CBPR(𝑚𝑎𝑥𝐶 𝑜𝑛𝑠, 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟𝑠, 𝛼 , 𝛽)
1 𝑁 𝐷 ← ∅
2 𝑆1 ← 𝙶𝚛𝚎𝚎𝚍𝚢(𝑚𝑎𝑥𝐶 𝑜𝑛𝑠,𝑀 𝐻 𝐶 )
3 𝑆2 ← 𝙶𝚛𝚎𝚎𝚍𝚢(𝑚𝑎𝑥𝐶 𝑜𝑛𝑠,𝐶 𝐿)
4 for 𝜑1 ∈ 𝑆1 do
5 for 𝜑2 ∈ 𝑆2 do
6 𝑃1 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝜑𝟷, 𝜑𝟸, 𝟷,𝑀 𝐻 𝐶 )
7 𝑃2 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝜑𝟷, 𝜑𝟸, 𝟷,𝐶 𝐿)
8 𝑃3 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝜑𝟸, 𝜑𝟷, 𝟷,𝑀 𝐻 𝐶 )
9 𝑃4 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝜑𝟸, 𝜑𝟷, 𝟷,𝐶 𝐿)
10 𝑁 𝐷 ← 𝚄𝚙𝚍𝚊𝚝𝚎(𝑁 𝐷 , 𝑃1 ∪ 𝑃2 ∪ 𝑃3 ∪ 𝑃4)

11 𝑖𝑚𝑝𝑟𝑜𝑣𝑒 ← true
12 while improve do
13 𝑖𝑚𝑝𝑟𝑜𝑣𝑒 ← false
14 for 𝑖 = 1 𝐭 𝐨 |𝑁 𝐷| − 1 do
15 for 𝑗 = 𝑖 + 1 𝐭 𝐨 |𝑁 𝐷| do
16 𝑃1 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑖, 𝑁 𝐷𝑗 , 𝛼 ,𝑀 𝐻 𝐶 )
17 𝑃2 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑖, 𝑁 𝐷𝑗 , 𝛼 ,𝐶 𝐿)
18 𝑃3 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑗 , 𝑁 𝐷𝑖, 𝛼 ,𝑀 𝐻 𝐶 )
19 𝑃4 ← 𝙸𝚗𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑗 , 𝑁 𝐷𝑖, 𝛼 ,𝐶 𝐿)
20 𝑃5 ← 𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑖, 𝑁 𝐷𝑗 , 𝛽 , 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟𝑠)
21 𝑃6 ← 𝙴𝚡𝚝𝚎𝚛𝚒𝚘𝚛𝙿𝚁(𝑁 𝐷𝑗 , 𝑁 𝐷𝑖, 𝛽 , 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟𝑠)
22 𝑁 𝐷′ ← 𝚄𝚙𝚍𝚊𝚝𝚎(𝑁 𝐷 , 𝑃1 ∪ 𝑃2 ∪ 𝑃3 ∪ 𝑃4 ∪ 𝑃5 ∪ 𝑃6)

23 if 𝑁 𝐷 ≠ 𝑁 𝐷′ then
24 𝑖𝑚𝑝𝑟𝑜𝑣𝑒 ← true
25 𝑁 𝐷 ← 𝑁 𝐷′

26 return 𝑁 𝐷

different algorithms should be compared using suitable Quality Indi-
cators (QIs) rather than evaluating individual objectives separately, as
this could lead to misleading conclusions [27,28].

QIs encompass four Quality Aspects (QAs): convergence, spread,
uniformity, and cardinality. Convergence indicates how close to the
Pareto front are the solutions found. An effective multi-objective opti-
mization algorithm should generate solutions that are very close to the
Pareto front. Spread assesses how the solutions are distributed along the
Pareto front. A good distribution implies that the solutions are evenly
spread and cover the entire space of potential solutions. Uniformity
indicates the consistency in the spacing between consecutive solutions
on the Pareto front. High uniformity ensures that the solutions are
equally spaced, offering a uniform representation of the Pareto front.
Cardinality quantifies the number of solutions in the Pareto front. In
multi-objective optimization, a greater cardinality is advantageous as
it offers the decision-maker a broader spectrum of options.
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Table 2
Quality indicators and their quality aspects. Table adapted from [28].

Quality aspect HV IGD+ 𝜖 Size

Convergence + + +
Spread + + +
Uniformity + − +
Cardinality − − − +

Table 3
Instances in the state-of-the-art. The ones highlighted in bold have been used as
benchmark instances.

Instance n Instance n Instance n Instance n

S9 9 Am13a 13 N25_01 25 N30_01 30
S9H 9 Am13b 13 N25_02 25 N30_02 30
S10 10 Am15 15 N25_03 25 N30_03 30
S11 11 Am17 17 N25_04 25 N30_04 30
Am12a 12 Am18 18 N25_05 25 N30_05 30
Am12b 12 H20 20

Since selecting the appropriate QIs is not a trivial task, we have
followed the suggestions in [27]. Our goal is to cover all the QAs
mentioned above. For this purpose, we have chosen the following
QIs: hypervolume (HV ), inverted generational distance (IGD+), 𝜖 and
Size [29]. The HV, IGD+ and 𝜖 indicators evaluate the convergence,
spread, and uniformity of solutions, although the IGD+ indicator only
partially covers uniformity. The Size indicator evaluates the cardinality.
For the HV and Size metrics, the higher its value, the better the front.
For IGD+ and 𝜖, just the other way around.

We have summarized the QIs and theirs QAs in Table 2. This table
presents quality indicators alongside different quality aspects. A ‘‘+’’
symbol means that the quality aspect is fully addressed by a QI, while
a ‘‘−’’ symbol indicates that it is only partially addressed, as indicated
in [28,30].

Finally, in this work, we have implemented the referred metrics
using the jMetal framework [31]. The calculation of these metrics
is also described in [23,32].

4.2. Instances from the state-of-the-art

Since we are comparing the performance of our algorithmic pro-
posal with the state of the art for this problem [15], we conduct
experiments on the 22 proposed instances, whose name and size are
shown in Table 3.

To identify the best configuration and parameter settings for our
proposal, we employed an automatic configuration tool on a represen-
tative subset of instances, referred to as benchmark instances. In this
context, we selected 7 representative instances (30%) following the
method described in [33], using a 90% PCA ratio and the recommended
characteristics for the matrix weight. The chosen benchmark instances
are indicated in bold in Table 3.
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Table 4
Configurations returned by irace.

Config. 𝛼 𝛽

#1 0.9 0.8
#2 0.5 0.6
#3 0.9 0.9

4.3. Parameter setting

After selecting the benchmark instances, the parameter values for
he proposed algorithm were automatically obtained. For this purpose,

we used irace, a tool based on the iterated F-race method, which
determines the best values of the parameters according to this sta-
tistical procedure as described in [34,35]. For each parameter setup,
the execution quality will be evaluated using the HV, which is the
unique multi-objective metric that does not require a reference set of
solutions [27].

As detailed in Algorithm 3, our method has four input parameters:
𝑚𝑎𝑥𝐶 𝑜𝑛𝑠, 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟, 𝛼 and 𝛽. The first two parameters are adjusted by
us rather than irace, because irace tends to maximize them, thus
increasing the execution time by increasing the number of algorithm
iterations. Therefore, to constrain execution time, we assign 𝑚𝑎𝑥𝐶 𝑜𝑛𝑠 =
5 × 𝑛, and 𝑚𝑎𝑥𝐼 𝑡𝑒𝑟 = 0.3 × 𝑛, where 𝑛 is the size of the instance.

Hence, the parameters to be set by irace are 𝛼 and 𝛽. We have set
both parameters as categorical types whose categories are defined every
0.1 in the range [0.0, 0.9]. Moreover, in order to have a representative
umber of experiments, we have set irace to run 10,000 experiments.

Table 4 presents the parameter configurations generated by irace.
Each row in the table represents a specific configuration of parameter
values produced by irace. These configurations are ordered from
highest to lowest performance according to irace. It is evident that
the 𝛼 values exhibit a relatively wider range, while the 𝛽 values show a
narrower range. This suggests that tuning 𝛼 is less critical compared to
he adjustment of 𝛽. It is also evident that both parameters must have
 high value.

Since the parameter values are so close, we will study the behavior
f the three configurations obtained for our CBPR proposal.

4.4. Comparison with state of the art

In this section, we examine the sets of non-dominated solutions
enerated by the three configurations of our proposal, as presented in

the previous section, and contrast them with the outcomes from [15].
Despite the previous work does not present results of multi-objective
metrics, we have calculated them for the solutions the authors provide.
Since we need a Pareto front for the multi-objective metrics but for
the HV [27], and no Pareto fronts are available for the instances, we
generated a reference set for the multi-objective metrics. This set is
generated for each instance, and for each pair of our proposal and the
non-dominated solutions from [15]. Consequently, we can employ the
multi-objective metrics outlined in Section 4.1.

Table 5 presents the results that compare our proposal with the
state-of-the-art method. The first column, labeled as Algorithm, specifies
the algorithm used. Our proposal is labeled CBPR followed by the con-
figuration number, and the state-of-the-art method is labeled GAVNS, as
referenced in [15]. The second to the fifth columns display the metrics
used for comparison (see Section 4.1). For these metrics, except for
HV, a reference set is required [27]. As a reference set is not available
or the current instances, we created one using a non-dominated set

of solutions. More precisely, for each instance, we obtained the set
of non-dominated solutions from those obtained by the executions of
our algorithm and with those reported in [15]. Thus, this reference set
only includes non-dominated solutions. The final column T (s) indicates
he execution time in seconds for the algorithms. All metrics, except
GD+, use the average value of all instances, whereas IGD+ employs
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Table 5
Overview for comparative analysis against the state-of-the-art.

Algorithm HV IGD+ 𝜖 Size 𝑇 (s)

CBPR #1 0.47 7126.12 0.04 16.32 419.23
CBPR #2 0.47 7125.31 0.04 16.11 454.76
CBPR #3 0.47 7120.07 0.04 16.76 449.60

GAVNS 0.45 7121.43 0.07 8.86 1987.52

Table 6
Proposed instances for future research.

Instance n Instance n

ste36_01 36 N40_01 40
ste36_02 36 N40_02 40
ste36_03 36 N40_03 40
ste36_04 36 N40_04 40
ste36_05 36 N40_05 40

the geometric mean due to the wide range of values. In order to skip
the stochastic bias, we have run each CBPR configuration 10 times for
each instance. The bold figures in the table highlight the values that
improve the GAVNS performance.

As shown in the table, our algorithm achieves better metrics in all
onfigurations, except for IGD+ in the first and second configurations.
t is notable that all three configurations yield similar values across

each metric, a trend that continues in the following experiment. The
etric values are detailed instance by instance in Appendix for the

third configuration compared to the GAVNS method. Notice that our
metaheuristic approach does not verify optimally. However, the au-
thors in [15] presented a model that was able to obtain the ends of the
ets of non-dominated solutions for each instance up to size 15 using

a MILP model. Given that we obtained a same set of non-dominated
solutions for instances S9 and S10 (see Table A.8), we may assume
that they are optimal fronts. However, this assumption cannot be made
for any other instance.

It is important to note that our algorithm spends less execution
time, consuming only 23% of the time compared to the previous
algorithm. Given that the previous work was executed in a Windows
10 environment on a desktop PC with an AMD Ryzen 5 2600 Processor
at 3.40 GHz and 8 GB RAM, it is apparent that the gains in execution
speed are due to the algorithm itself rather than the hardware, since
the state-of-the-art setup is comparable. Therefore, there is room for
running our proposal in larger instances.

4.5. Proposal for the new instances

Since the largest instance of state-of-the-art has size 30 and our
algorithm shown efficient performance, we decide to add 10 new
instances with a larger size. These instances are described in Table 6,
where the columns Instance represent the name of the instance, and
the columns Size their size. In this way, now the larger instance has 40
facilities.

The discussion of results for the new instance set will cover again
he multi-objective metrics described in Section 4.1. Due to the un-

availability of the algorithms from [15], this experiment studies the
results of the three configurations of our algorithm, along with their
comparison. In light of the extended execution time, compared to the
former instances, a time limit of 9500 s has been set. This time limit is
the longest execution time from the previous research.

Table 7 presents the results for our three configurations using the
nstances mentioned earlier. This table follows the same structure as

Table 5. Due to the lack of access to the previous code, we have com-
ared our three CBPR configurations between them. Due to the absence

of the reference set, we applied the same methodology as previously
described in Section 4.4. The table illustrates that the first configuration
performs slightly better than the other two in HV, IGD+ and 𝜖, while



N.R. Uribe et al.

t
t

C
o

w
c
t

a

t

r
m

t

d
&
M
M

t
a
P

i

s
b

Knowledge-Based Systems 305 (2024) 112666 
Table 7
Overview for comparative analysis between our three configurations of CBPR.

Algorithm HV IGD+ 𝜖 Size 𝑇 (s)

CBPR #1 0.40 43590.35 0.29 19.80 6269.24
CBPR #2 0.37 43 557.14 0.41 20.17 6232.61
CBPR #3 0.38 43 586.74 0.48 19.83 6292.73

the second configuration is better for Size and T (s). Similarly, the
results for all three configurations are consistent with those in Table 5.
Therefore, we can infer that any of these configurations is suitable for
he target problem, proving the stability of our algorithm. Once again,
he metrics are detailed instance by instance in Appendix.

4.6. Practical applications

The two objectives confronted in this problem, MHC and CL are able
to represent different situations in real-world scenarios. One of the most
relevant applications is the design of buildings with two floors and a
corridor on each floor, which is very common in services to society such
as hospitals, education centers, or public libraries, among others. Hav-
ing an algorithm able to generate a variety of non-dominated scenarios
allows the decision makers to consider different good alternatives for
the final design of the building. As an example, the length of the
corridor determines the design (and cost) of the heating, ventilation,
and air conditioning systems, which could have a huge impact on
the energy efficiency of the building. Depending on environmental
requirements, budget, or additional considerations, using the proposed
algorithm, the decision maker has the possibility to examine different
good designs. In addition, given the short computation time of the
proposed algorithm, both changes in the layout and in the facilities can
also be quickly assessed.

5. Conclusions and future work

The bi-objective Double Floor Corridor Allocation Problem (bDF-
AP), an important problem of the FLP family, addresses two distinct
bjectives, making it applicable to numerous real-world scenarios.

In our study, we approach the bDFCAP with a multi-objective
perspective, focusing on both material handling costs and corridor
length. For this purpose, we developed a novel approach based on a
combination of Path Relinking procedures that we call Combined Bi-
objective Path Relinking (CBPR). In particular, an initial Interior Path
Relinking phase generates an initial set of non-dominated solutions.
These solutions are further refined using a combination of Interior
Path Relinking and Exterior Path Relinking strategies. The latter one
employs dominance and moves away from initial and guide solutions
by utilizing the Kendall–Tau distance.

Previously, this problem had a limited number of instances, which
e have increased from 22 to 32. Additionally, the largest instance now

ontains 40 facilities, up from 30, creating a new benchmark dataset for
he research community.

Our extensive experimental analysis shows that our method, after
utomatic parameter optimization, outperforms the previous bench-

marks spending less than a fourth of the computation time on equiva-
lent hardware. We also provide detailed results for the new instances,
including standard metrics for multi-objective problems.

Despite the short execution times of our proposal in relation to
he state of the art, we have reached the time limit of 3600 in the

largest instances, formed by 40 facilities. Therefore, in order to tackle
even larger instances, an effort should be made to reduce the execution
time, mainly due to the large neighborhood traversed by External Path
Relinking.

Future research will explore different FLP topologies, such as T-
ow or bay-row layouts. In addition, we will extend the CBPR to other
ulti-objective problems.
9 
Table A.8
Comparison among the state-of-the-art and the third configuration of our proposal, for
he set of previous instances with size [9, 20]. Best values are highlighted with bold.
Instance Algorithm HV IGD+ 𝜖 Size 𝑇 (s)

S9 CBPR #3 0.24 1924.93 0.00 5.00 0.79
GAVNS 0.24 1924.93 0.00 5.00 13.80

S9H CBPR #3 0.30 3994.95 0.00 7.50 0.82
GAVNS 0.30 3994.95 0.00 8.00 13.91

S10 CBPR #3 0.74 2139.34 0.00 5.00 1.32
GAVNS 0.74 2139.34 0.00 5.00 29.00

S11 CBPR #3 0.58 5207.71 0.00 11.75 2.46
GAVNS 0.57 5202.21 0.08 10.00 40.92

Am12a CBPR #3 0.64 2209.87 0.08 8.00 3.63
GAVNS 0.64 2209.87 0.00 8.00 69.68

Am12b CBPR #3 0.57 2471.72 0.06 6.75 3.58
GAVNS 0.58 2464.23 0.00 8.00 63.41

Am13a CBPR #3 0.47 3463.74 0.07 8.25 5.41
GAVNS 0.49 3456.25 0.00 9.00 87.16

Am13b CBPR #3 0.52 3785.35 0.05 13.50 6.29
GAVNS 0.52 3783.85 0.04 10.00 101.73

Am15 CBPR #3 0.63 4239.55 0.02 12.00 13.46
GAVNS 0.57 4424.69 0.19 9.00 159.93

Am17 CBPR #3 0.49 5903.68 0.05 13.50 26.20
GAVNS 0.49 5903.68 0.07 10.00 970.28

Am18 CBPR #3 0.57 6709.01 0.03 16.50 37.06
GAVNS 0.55 6706.27 0.09 10.00 1397.50

H20 CBPR #3 0.51 9514.64 0.07 19.00 71.66
GAVNS 0.48 9426.66 0.08 10.00 1926.72
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Appendix. Detailed results

Tables A.8 and A.9 show extensive results for the state-of-the-art
nstance set using the multi-objective metrics described in Section 4.1.

Similarly, Table A.10 presents the detailed results of the three configu-
rations of our proposal in the set of proposed instances, also using the
ame metrics. In this table, TL stands for Time Limit (9500 s). To ensure
revity, the tables display numbers in two decimal places.
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Table A.9
Comparison among the state-of-the-art and the third configuration of our proposal, for
the set of previous instances with size 25 and 30. Best values are highlighted with bold

Instance Algorithm HV IGD+ 𝜖 Size 𝑇 (s)

N25_01 CBPR #3 0.35 3338.99 0.02 6.00 209.38
GAVNS 0.36 3326.49 0.00 6.00 407.75

N25_02 CBPR #3 0.46 19 750.74 0.02 36.50 469.33
GAVNS 0.43 19729.23 0.07 10.00 3687.02

N25_03 CBPR #3 0.39 13240.60 0.03 25.50 319.07
GAVNS 0.33 13240.60 0.11 10.00 3360.56

N25_04 CBPR #3 0.48 25 387.38 0.02 43.00 505.47
GAVNS 0.44 25356.38 0.10 10.00 4461.00

N25_05 CBPR #3 0.45 8958.36 0.03 14.75 221.90
GAVNS 0.41 8937.61 0.13 10.00 2099.13

N30_01 CBPR #3 0.30 5533.92 0.02 7.00 554.47
GAVNS 0.31 5513.42 0.00 7.00 624.53

N30_02 CBPR #3 0.39 12 231.51 0.03 18.00 740.02
GAVNS 0.35 12211.01 0.12 10.00 3292.60

N30_03 CBPR #3 0.41 24102.07 0.03 26.50 1152.36
GAVNS 0.36 24 106.57 0.13 10.00 5196.52

N30_04 CBPR #3 0.41 30 011.89 0.04 33.25 1207.05
GAVNS 0.36 30010.14 0.11 10.00 6159.69

N30_05 CBPR #3 0.43 59 623.06 0.14 30.75 1063.50
GAVNS 0.34 59123.85 0.19 10.00 9562.64

Table A.10
Comparison among the three configurations of our proposal, for the set of proposed
nstances with size 36 and 40. Best values are highlighted with bold.
Instance Config. HV IGD+ 𝜖 Size 𝑇 (s)

ste36_01 #1 0.43 6451.73 0.07 8.80 3335.03
#2 0.43 6369.73 0.05 8.90 3037.21
#3 0.43 6385.93 0.05 8.70 2830.55

ste36_02 #1 0.47 93004.15 0.60 7.50 2782.29
#2 0.16 93 965.23 1.64 7.10 2821.88
#3 0.25 93 398.33 1.18 6.00 3125.22

ste36_03 #1 0.17 56 599.88 1.01 4.80 2984.46
#2 0.28 56289.38 1.20 4.90 2913.11
#3 0.24 56 301.50 2.36 5.60 3506.58

ste36_04 #1 0.45 53 250.49 0.41 7.10 3247.52
#2 0.51 52753.90 0.31 9.30 3131.03
#3 0.48 53 303.88 0.40 6.50 3030.77

ste36_05 #1 0.37 50160.08 0.59 6.30 2843.14
#2 0.20 50 426.89 0.72 7.10 2922.91
#3 0.28 50 680.08 0.64 5.10 2934.19

N40_01 #1 0.39 57 265.46 0.04 38.60 TL
#2 0.39 57245.46 0.04 37.50 TL
#3 0.40 57 250.16 0.03 39.60 TL

N40_02 #1 0.40 51 708.00 0.02 34.50 TL
#2 0.39 51 754.00 0.03 35.30 TL
#3 0.39 51707.20 0.03 33.70 TL

N40_03 #1 0.45 41 914.67 0.04 24.60 TL
#2 0.45 41 935.67 0.04 25.30 TL
#3 0.45 41863.77 0.03 25.00 TL

N40_04 #1 0.46 40775.43 0.04 29.60 TL
#2 0.46 40 821.53 0.03 29.90 TL
#3 0.45 40 799.23 0.04 30.30 TL

N40_05 #1 0.42 54019.74 0.03 36.20 TL
#2 0.41 54 143.64 0.04 36.40 TL
#3 0.42 54 026.34 0.02 37.80 TL
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