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ABSTRACT.  

WebML is a Domain-Specific Language used to design complex data-intensive Web applications 

at a conceptual level. As WebML was devised to support design tasks, the need to define a visual 

notation for the language was identified from the very beginning. Each WebML element is 

consequently associated with a separate graphical symbol which was mainly defined with the idea 

of providing simple and expressive modelling artefacts rather than by adopting a rigorous 

scientific approach. As a result, the graphical models defined with WebML may sometimes 

prevent proper communication from taking place between the various stakeholders. In fact, this is 

a common issue for most of the existing model-based proposals that have emerged during the last 

few years under the umbrella of Model-Driven Engineering. In order to illustrate this issue and 

foster in using a scientific basis to design, evaluate, improve and compare visual notations, this 

paper analyses WebML according to a set of solid principles, based on the theoretical and 

empirical evidence concerning the cognitive effectiveness of visual notations. As a result we have 

identified a set of possible improvements, some of which have been verified by an empirical study. 

Furthermore, a number of findings, experiences and lessons learnt on the assessment of visual 

notations are presented. 

Keywords. Web Modelling Language (WebML), Visual Notation, Cognitive Effectiveness, 

Visual Communication, Visual Syntax, Concrete Syntax 

1. Introduction 

WebML (Web Modelling Language), which was initially defined as a conceptual model 

with which to design data-intensive Web applications [13], has now evolved into a 

Domain Specific Language (DSL) [39] that can be used to design complex, distributed, 

multi-actor, and adaptive applications deployed on the Web and in Service Oriented 

Architectures (SOA) [2]. 

Like any other DSL, WebML is defined through the core ingredients shown in 

Figure 1: a DSL is mainly based upon a metamodel, which collects the abstract syntax 

of the language. It specifies the vocabulary of concepts or language elements provided by 

the language and how they may be combined to create models. The meaning of those 

concepts and their connections is referred to as the semantics of the language [16]. 

Finally, concrete syntax provides a notation that facilitates the presentation and 

construction of models or programs in the language. There are two main types of concrete 

syntax typically used by languages: textual syntax and visual syntax. The latter, which is 
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commonly referred to as visual notation in the literature related with cognitive 

effectiveness [46], consists of a set of graphical symbols used to represent the concepts 

collected in the metamodel and a set of compositional rules. In short, this paper will 

concentrate on the visual notation and graphical symbols used in WebML and the right-

hand side of Figure 1 illustrates the scope of this paper. 

 
Figure 1. Syntaxes and Semantics of a DSL (adapted from [11]) 

Most of the WebML graphical symbols were defined by taking in to consideration 

that simple and expressive concepts should be provided in order to ease the task of 

designing Web applications with the language, the final decisions being merely based on 

intuition and best practices [13]. Although these symbols have evolved over time, the 

criteria used to define them, such as simplicity and intuitiveness, have remained. 

Nevertheless, these criteria are highly subjective and may consequently result in the 

definition of models that prevent proper communication between stakeholders [41].  

In order to address this kind of scenario, cognitive effectiveness should be taken 

into account when designing a visual notation, i.e., the speed, ease and accuracy with 

which a representation can be processed by the human mind [65]. Note that this concept 

is not intrinsic in any visual representation, and it must therefore be explicitly considered 

when designing, evaluating and comparing visual notations. The design of visual 

notations and the choice of graphical conventions should therefore be based on theoretical 

principles and empirical evidence of cognitive effectiveness rather than on best practices, 

common sense or social opinion [60].  

Bearing all this in mind, this paper analyses the WebML visual notation used in 

WebRatio [1], the Integrated Development Environment (IDE) based on the Eclipse 

Framework which supports the model-driven specification of WebML models. The 

subject of the analysis is the implementation of the language by the tool and not the 

language itself since, as has traditionally occurred in modelling languages in Software 

Engineering (SE), the specifications tend to evolve independently of their corresponding 

implementations, and the language is rarely updated to reflect this evolution. This is the 

classic scenario encountered when analysis and design models do not reflect the current 

state of the system, whose working-code has evolved after the specification stages [38].  



3 

The underlying objective of this paper is to foster the interest in using a scientific 

basis to design, evaluate, improve and compare visual notations. This is particularly 

relevant in the context of Model Driven Engineering (MDE), since graphical DSLs play a 

cornerstone role in almost all existing MDE proposals [55]. Moreover, visual syntax has a 

large influence on the effectiveness of modelling processes, that is equal to (if not greater 

than) decisions concerning semantics [32]. However, historically there has been very little 

interest in this issue, and very few studies are focused on ensuring that a particular visual 

syntax is good or on providing approaches for the assessment of cognitive effectiveness. 

Note also that our intention is not simply to focus exclusively on the visual 

deficiencies of the language, but rather to make a constructive analysis using a scientific 

basis in order to improve the communication effectiveness of WebRatio’s visual notation. 

Due to the low priority that has been given historically to the analysis of cognitive 

effectiveness of visual syntax, we wanted to perform this work on probably one of the 

most successful tools in the context of MDE [12], judged by the number of partners, 

adopters and success stories of the framework (see WebRatio’s Web site: 

http://www.webratio.com/). 

The remainder of this paper is structured as follows: Section 2 provides an 

overview of WebML and the WebRatio environment. Section 3 reviews existing 

proposals for the assessment of visual notations with special attention paid to the Physics 

of Notations. Section 4 presents the analysis of WebML notation under the principles of 

the Physics of Notations. Section 5 validates some of the conclusions gathered from the 

analysis by means of an empirical study. Section 6 discusses the main lessons learnt from 

this study in order to foster an interest in using a scientific basis to design, evaluate, 

improve and compare visual notations. Finally, Section 7 concludes by summarising the 

main findings and providing directions for future work. 

2. Web applications development with WebML and WebRatio 

The WebML methodology for developing applications consists of an incremental and 

iterative process, in which the various stages are repeated and refined until results meet 

the requirements of the application. Note that an iterative and incremental life cycle fits 

perfectly with the nature of Web applications development (short time-to-market and 

evolving requirements). The stages of this method are shown in Figure 2. 
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Figure 2. Stages in the WebML development process (adapted from [2]) 

The scope of this work is limited to the analysis of the Conceptual Modelling stage, 

which consists of the definition of a set of conceptual schemas that reflect the structure of 

the application at a high abstraction level, i.e. without taking in to consideration the 

technical details. More concretely, the conceptual modelling stage comprises the Data 

design and the Hypertext design. The former consists of the organisation of the core 

information objects into a data schema that may be enriched through derived objects. The 

latter produces site view schemas on top of the data schema previously defined. 

The modelling activities comprised in the Conceptual Modelling stages are the 

most relevant, as they drive the rest of the development process, dictating what the final 

result will be. This work focuses on the artefacts handled during the Conceptual 

Modelling stage. As a matter of fact, the WebML language that is introduced in the next 

section was particularly intended to support the modelling activities performed during this 

stage. 

2.1. WebML overview  

WebML is a visual language for specifying the content structure of a Web application and 

the organisation and presentation of such content in a hypertext [13]. To that end, 

WebML was designed by reusing conceptual data models and proposing an original 

notation to express the navigation and composition features of hypertext interfaces.  

As Figure 3 shows, the specification of a Web application in WebML considers a 

set of orthogonal dimensions, namely the Content, the Hypertext (Navigation / 

Composition) and the Presentation  
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Figure 3. Dimensions of the specification of a Web Application in WebML 

The Content is modelled by adopting Entity/Relationship primitives [14] (or, 

equivalently, UML class diagrams) to represent the organisation of the application data 

resulting in the Content model. Thereby, the main elements of this model are the entities, 

which are defined as containers of data elements, and the relationships, which are defined 

as semantic connections between entities.  

The Hypertext is modelled in a number of Navigation and Composition models that 

describe how the data specified in the Content model are published in the application by 

means of pages which are linked to each other. To that end a hypertext structure is 

defined in terms of Site Views, Areas, Pages, Units and Links. Actually, the definition of 

this structure is divided into two types of models as follows: Composition models specify 

the Pages bundled in the application as well as their internal organisation in terms of 

Units; on the other hand, Navigation models define the set of Links that connect the 

different Units and Pages collected in the Composition model. Both models provide a 

complete specification of the application front-end. 

Presentation deals with the graphic appearance of the application by defining how 

the pages defined in the Hypertext model are rendered according to a set of style sheets 

which dictate their layout. WebML does not include a specific model for expressing 

presentation at the conceptual level, but leverages standard approaches, more familiar to 

graphic and communication experts. Actually, since WebML specifications can be 

represented using XML; presentation is considered like a document transformation 

mapping the WebML specification of a page into a page written in a concrete 

implementation language like JSP or ASP.NET. Consequently, presentation is addressed 

in WebML by attaching XSL style sheets to site views, pages, units and unit subelements.  

The main innovation in WebML is actually the hypertext modelling notation 

(Navigation and Composition models), which was patented in 2003 and the focus of the 

analysis performed in this paper uses it as the main building block of the proposal. 

Furthermore, note that the Content model is largely based on the well-known E/R model, 
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whose understandability has been previously assessed in a number of works, such as [21], 

whereas Presentation rests on the application of style sheets for which an analysis of its 

visual syntax makes no sense since they are simply built atop of an XML abstract syntax.  

2.2. WebRatio: industrializing WebML 

Enhancing the role of models and increasing the level of automation are probably the 

main principles of MDE [55]. The latter is even more relevant in the context of WebML, 

since high-level specifications are to be directly translated into working-code. WebRatio, 

which was originally a Java stand-alone tool that later turned into an Eclipse-based tool, 

was devised to answer this need by automating the WebML proposal. To that end, 

WebRatio bundles a modelling toolkit that implements the WebML models, plus a set of 

code generators to translate such models into running applications. 

Probably the most interesting component of WebRatio from the point of view of 

this work is the diagram editor, which supports the data and hypertext models. Figure 4 

shows a screen-capture of the editor including an excerpt from the hypertext model of a 

project related to a small furniture company’s website.  

 
Figure 4. Hypertext model editor in WebRatio 

The upper left-hand side of the figure shows the main controls of the diagram editor, such 

as the classical toolbar for selecting, moving, re-sizing and aligning elements of the 

diagrams (A). Another toolbar contains a button for each of the elements´ categories of 

the language, namely: Containers, Links, Data Units, Operation Units, Session Units, 

Service Units, Units and Flow Control Utility Units (B). When clicked, each button 

invokes the palette containing the controls that allow instantiating the elements of the 

category. The Data Units palette is shown to illustrate the use of these controls (C). 

The model excerpt depicted in the drawing pane is part of the project focused on 

publishing the catalogue of the aforementioned furniture company. Note that the Home 

Page will publish information about products and special offers of the day. Such products 
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are linked to a technical record which is published in the Product Page which is contained 

in the Products Area. Also note that Product Pages can be displayed according to their 

Category or Price. On the other hand, the Offers Area on the upper right-hand side of the 

figure shows that offers are combinations of products sold at a discounted price during a 

specified period. 

3. Research Framework 

Software Engineering currently has a number of established methods that are used to 

evaluate the semantics of the concepts used in different languages, but it lacks equivalent 

methods with which to evaluate their visual syntax, whose relevance has historically been 

undervalued, probably because visual notations have been traditionally considered as an 

informal concept, contrary to what occurs with semantics.  

The case of UML, the most widely adopted modelling language (although its 

practical usage has been frequently put into question), serves to illustrate this situation: 

despite the number of existing studies on UML (see [48] and [57] for instance), most of 

them are focused on analysing the semantics of the language while only very few studies 

have considered the correctness of its visual syntax (see [19] and [58] for instance). 

Still, there are some proposals which can be applied to assess the visual syntax of a 

given modelling language. Considering that this is the main goal of this research, in the 

following we briefly describe them to motivate the final adoption of Moody’s Physics of 

Notations, which is later introduced in Section 3.2. 

3.1. Proposals for notation analysis 

Among the few pieces of research focused on the definition of a framework to support the 

analysis of a given notation, it is worth mentioning the one from Krogstie, Sindre and 

Jorgensen on Semiotic Quality (SEQUAL) [30]. SEQUAL is based on semiotic theory 

and provides a list of properties to evaluate the quality of models and modelling 

languages, defining an extensive ontology of modelling language quality concepts such 

as: physical, empirical, syntactical, semantic, perceived semantic, pragmatic, social, 

knowledge, language and organizational quality. The first version of SEQUAL dismissed 

the relevancy of cognitive effectiveness, although some principles, like expressive 

economy, were still considered as a means to reach pragmatic quality [33]. The latest 

version of the framework goes a step beyond and almost completely ignores the type of 

features that we aimed to assess in this work [30]. It was therefore discarded as an 

assessment framework. 

On the other hand, Schuette and Rotthowe [54] presented a set of Guidelines of 

Modelling (GoM), which aimed at defining a framework to improve the quality of 

information models by running a set of syntactic rules based on six principles: Accuracy, 
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Relevance, Economic Efficiency, Clarity, Comparability and Systematic Design. 

Although it was created with the intention of being used by modellers, the proposal 

ignores the complexity and limitations of the human mind. Moreover, it cannot be applied 

as is to evaluate models expressed with different languages but needs to be adapted and 

refined for each particular language. 

The Cognitive Dimensions (CDs) proposal, which was first introduced by Green 

[26] as a set of features that provide a language to compare the form and structure of 

programming languages, has been the most referenced approach by researchers on the 

usability of visual languages. Actually, the application of that proposal to analyse the 

usability of visual programming environments presented by Green and Petre [25], yielded 

the Cognitive Dimensions framework, which has later been applied to evaluate many 

different types of notations. In short, the framework provides a vocabulary of terms (or 

dimensions) to specify the details of the structure of cognitive artefacts. The main terms 

are shown in Table I, along with their informal definition. 

Cognitive Dimension Definition 
Abstraction Gradient Availability and types of abstraction mechanisms 
Closeness of Mapping Nearness of representation to domain 
Consistency Similar semantics are defined in similar syntactic forms 
Diffuseness Conciseness of language 
Hard Mental Operation Processes that place a high demand on working memory 
Hidden Dependencies Significant links between entities are not visible 
Progressive Evaluation Effort required to achieve a goal 
Role-Expressiveness The purpose of a program component is easily deduced 
Secondary Notation Additional information in means other than program syntax 
Viscosity Resistance to alteration 
Visibility Capacity to view components easily 

Table I. Main Cognitive Dimensions of CDs framework 

Existing literature states that the CDs framework presents some flaws from the 

point of view of this work, some of them acknowledged by the authors:  

• It is too generic, since it was devised to be used in any type of domain [27], 

from spreadsheets to programming languages. In particular, it was not intended 

to work for visual modelling languages. 

• The definitions of dimensions (main basis of the proposal) are not very precise, 

which, next to the lack of a well-defined procedure, leads to confusion and 

misunderstanding at the time of using them [17]. 

• The proposal lacks theoretical and empirical foundation [17]. 

• The number of dimensions has grown since the appearance of the framework, 

resulting in an unmanageable set of dimensions arising from the simplification 

of the framework to target non-skilled potential users. 
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Finally, Moody’s Physics of Notations theory [41] is a framework which 

establishes nine principles to design, evaluate, compare and improve visual notations 

which has garnered a lot of attention during the last number of years.  

A quick look at some data gathered from SCOPUS (see Table II) shows that the 

number of references to Moody’s work, since it was first published, is almost the same as 

the number of references to Green & Petre’s work. Note that the latter was published 

more than 10 years before Moody´s work. Note also the upward trend in the number of 

references to Moody’s work against the downward trend for Green & Petre’s.  
 1996-2009 2009-2013 TOTAL  2009 2010 2011 2012 2013 

Moody’s  - 136 272 3 15 30 39 49 
Green & 
Petre 210 167 544 45 41 32 26 23 

Table II. # of Documents citing Moody’s work [41] and Green & Petre’s work [25] 
(source: Scopus) 

This general reflection may serve to show that with the advent of MDE, where 

visual modelling languages have become even more relevant, Moody’s proposal has 

attracted MDE practitioners to use it as an evaluation technique, since it fits perfectly 

with the nature of these languages while preserving the complexity of application under 

certain admissible levels. However, remember that this information does not reflect 

conclusive statistical data, but allows us to get an idea about the trend in this context.  

As a matter of fact, when Green and Petre were asked about their personal 

reflections on CDs 10 years after they first introduced it, they opted to present their 

reflections separately [27][52]. However, both of them started their respective 

contributions by pointing out that the main purpose of CDs was not to provide a 

framework to evaluate the quality (actually the usability) of information artefacts, but to 

provide a vocabulary of terms to ease the discussion around Human Computer Interaction 

(HCI).  

We interpret this as an evidence of the lack of proper methods and techniques to 

evaluate visual notations: under the absence of a suitable proposal to that end, researchers 

have been forced to adopt a generic proposal, such as CD’s, which was not intended to 

work particularly well for visual notations (indeed, it was thought to evaluate non-visual 

notations), and adapt it to their needs.  

By contrast, Moody’s proposal was specifically designed to define principles for 

correct development of visual languages. In this sense, recall that we aim to evaluate the 

effectiveness of WebML’s visual notation, not the usability of its supporting tool, a task 

for which CD’s will definitively work better. Using CD’s here would serve, consequently, 

to complement the analysis performed using the Physics of Notations theory.  

However, being exclusively focused on the best way to represent a set of constructs 

visually, the Physics of Notations has also some limitations. In particular, it does not 
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propose any principles with which to assess the effectiveness of the composition rules of 

the language, which may result in cognitively inefficient diagrams.  

In our case this is not particularly disturbing, since the set of WebML composition 

rules is merely limited to those shown in Figure 5: a Site View is composed mainly of 

Areas and Units; Areas contain Pages that are made by other Units and, finally, each of 

these elements may be interconnected by Links. 

 
Figure 5. Main composition rules of WebML Visual Notation 

Note that these composition rules are mainly inherited from the definition of the 

abstract syntax of the language (metamodel plus additional restrictions) which, in the 

context of MDE, is typically developed prior to addressing the development of the 

concrete syntaxes of the language [11], and usually in an isolated way. It is therefore 

much more complicated to act on these composition rules at the time of assessing the 

visual syntax of the language. Just think about the impact that the evolution of 

metamodels has had over the ecosystem of related models and transformations. 

As a matter of fact, some initiatives towards moving the focus of DSLs 

development to its notation instead of its metamodel have recently emerged in response to 

this scenario [64]. Applying the Cognitive Dimensions framework to drive the 

development of the language would be much more affordable when adopting a notation-

driven approach, since it eases the task of rethinking the composition rules of the 

language.  

By contrast, we believe that the Physics of Notations Theory fits better with the 

metamodel-driven approach adopted by most of the existing DSLs. As we will mention 

several times throughout this paper, adopting Moody’s proposal does not ensure a 

cognitively efficient language but provides certain levels of confidence without 

compromising the balance between effort and reward when performing the kind of 

assessments presented in this paper. 

Given all this, we could say that there is no perfect tool for the job. Using either the 

Cognitive Dimensions or the Physics of Notations, some aspects will not be properly 

Site View
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covered by the analysis. However, we believe the latter to fit better with the purpose of 

this paper, thus fewer aspects remain uncovered.  

Note also that even though they have been applied to similar purposes, their main 

goal was not exactly the same. Whereas the Cognitive Dimensions was particularly 

intended for usability assessment, the Physics of Notations was devised for cognitive 

effectiveness assessment. In this sense, both frameworks could be seen as 

complementary.  

To conclude this section, we would like to mention that while we have presented 

some of the main frameworks that can be used to evaluate the visual syntax of a 

modelling language, more and more research in the area is emerging. See for instance the 

works from Baar et al. [3][20], which propose concrete syntax to be defined by extending 

the metamodel that defines the abstract syntax and provide a technique to ensure 

consistency between both definitions, or the works from Bottoni et. al. [9][10] on 

constraining the definition of concrete syntaxes by means of metamodelling techniques. 

3.2. The Physics of Notations 

As mentioned before, the so-called Physics of Notations theory [41] from Moody, is a 

framework exclusively devoted to designing, evaluating, comparing and improving visual 

notations. In this work Moody establishes a set of nine principles defined from theory and 

empirical evidence brought from different disciplines such as: cognitive and perceptual 

psychology, graphic design, communication theory, cartography, etc. Indeed, these 

principles have been already used in several works to evaluate and improve other visual 

languages such as ArchiMate [43], i* [44], BPMN [22], UML [42] and UCM [23]. 

Each of the principles of the Physics of Notations contain: design strategies which 

may contribute to improving visual notations regarding such principles; a different 

evaluation procedure or metric that can be used to compare different notations; examples 

of notations that satisfy or violate the principle. These nine principles are: 

1. The Principle of Semiotic Clarity: there should be a one-to-one 

correspondence between elements of the language and graphical symbols.  

2. The Principle of Perceptual Discriminability: different symbols should be 

clearly distinguishable from each other. 

3. The Principle of Visual Expressiveness: the use of the full range and 

capacities of visual variables. 

4. The Principle of Semantic Transparency: the use of visual representations 

whose appearances suggest their meaning. 

5. The Principle of Complexity Management: include explicit mechanisms 

when dealing with complexity. 
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6. The Principle of Cognitive Integration: include explicit mechanisms to 

support the integration of information from different diagrams. 

7. The Principle of Dual Coding: use text to complement graphics. 

8. The Principle of Graphic Economy: the number of different graphical 

symbols should be cognitively manageable. 

9. The Principle of Cognitive Fit: use different visual dialects for different tasks 

and audiences when required. 

Before addressing the assessment of WebML visual notation according to Moody’s 

principles, we would like to introduce the concept of visual variables, a set of elementary 

building blocks that can be used to graphically encode information, which are often used 

and referenced in each of the principles.  

Studies conducted on the nature of graphical symbols have identified eight 

different visual variables (see Figure 6) that can be used to encode information. These 

variables can be defined in two subsets: planar and retinal. The most important work in 

this regard is the seminal work of Bertin [5], which is considered to be to graphic design 

what the periodic table is to chemistry. 

 
Figure 6. Visual variables used to construct visual notations (adapted from [5]) 

Each of these visual variables has a set of properties that are used to encode certain 

types of information and these properties must therefore be known, if effective choices 

are to be made. From here on, each time that a visual variable is mentioned, we shall use 

the convention of underlining its name to ease their identification. 

4. Analysis of WebML Visual Notation 

In this section, we evaluate the various WebML graphical symbols implemented in 

WebRatio through the principles mentioned in the previous section. Recall that, as 

mentioned before, WebML comprises different types of models, but considering that the 

Content model is based exclusively on E/R diagrams and the Presentation model is based 

on the use of style sheets, this analysis focuses just on the Hypertext model, the most 

relevant in the development of a Web application with WebML. 

The following subsections show the main results of the analysis, which are 

organized by principle. This way each subsection contains a brief description of the 

principle, which is text excerpted directly from the Moody’s Physics of Notations theory 



13 

[41], next to a summary of WebML’s assessment with regard to the principle and some 

suggestions as to how the language could be improved according to the assessment 

results.  

Before diving into the assessment it is worth mentioning that most of the principles 

are somehow related. The findings and particularly the suggestions made for one 

principle may consequently depend on some others. Likewise, it should be noted that in 

order to make suggestions for improvement related to certain principles, a more detailed 

and comprehensive study of the language is required. In our case, we have identified that 

there is room for improvement in some aspects and we have validated some of our 

proposals made throughout this paper through an empirical study.  

Finally, it is worth mentioning that the reflections that follow are the result of 

debates and discussions that were held by the authors during the development of this 

work. And to contrast these discussions, we decided to conduct an empirical study to 

validate some of the most relevant findings. In particular, the empirical validation has 

focused solely on the recommendations for the iconic representations, which are the ones 

that result best candidates for refining: icons can be easily updated without concerning 

too much about implementation details. 

4.1. Principle of Semiotic Clarity 

Description: 

“According to Goodman's theory of symbols [24], for a notation to satisfy the 

requirements of a notational system, there must be a one-to-one correspondence between 

symbols and their referent concepts. When there is not a one-to-one correspondence 

between constructs and symbols, one or more of the following anomalies can occur: 

• Symbol redundancy occurs when multiple graphical symbols can be used to 

represent the same semantic construct. These symbols are called synographs 

[47]. 

• Symbol overload occurs when two different constructs can be represented by 

the same graphical symbol. These symbols are called homographs. 

• Symbol excess occurs when graphical symbols do not correspond to any 

semantic construct. 

• Symbol deficit occurs when there are semantic constructs that are not 

represented by any graphical symbol.” [41] 

Assessment: 

To identify anomalies related with the Semiotic Clarity of WebML, it has been 

necessary to develop a list of all of its elements and their corresponding symbols in order 

to contrast them. This has been done by studying the non-abstract elements of the 

language in the WebML metamodel and the available symbols in the WebRatio tool. For 
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instance, the ContentUnitView package of WebML’s metamodel contains 24 metaclasses. 

8 of these metaclasses are abstract while just 15 of them have a graphical symbol 

assigned in WebRatio. The analysis of the whole metamodel reveals a total of 41 non-

abstract elements of the language and 70 graphical symbols were obtained, which 

correspond to the occurrences of 0 symbol redundancies, 5 symbol overloads, 42 symbol 

excesses and 4 symbol deficits. 

Recommendations: 

• Symbol overload (5 occurrences) could be resolved by differentiating between 

the symbols used to represent different elements of the language, and the 

principle of Perceptual Discriminability is again useful for this differentiation. 

For instance, this anomaly occurs in cases such as Data-NoOpContent and 

Entry-Script as shown in Figure 7. Note that the similarities between each pair 

of symbols hamper distinction between the concepts they were devised to 

represent.  

 
Figure 7. Symbol overload occurrences 

• Symbol excess (42 occurrences) could be resolved by removing any unnecessary 

symbols. Unnecessary symbols increase graphic complexity and hamper the 

understanding of appropriate ones [47]. 

• Symbol deficit (4 occurrences) signifies that some metaclasses do not have a 

corresponding symbol. For instance, this anomaly occurs in cases such as 

Transaction and Precondition. This could be solved by creating new symbols or 

modifying the WebML metamodel in order to remove, where appropriate, some 

of the elements of the language. 

As the data above shows, the principal problem of WebML in this aspect is symbol 

excess, and this problem has arisen because language specification has not undergone the 

same rate of development and maintenance as the tool that implements the language. 

However, analysing whether or not changes to the semantics are necessary is not within 

the scope of the Physics of Notations, i.e. we work under the assumption that WebML 

semantic concepts are appropriate and have been well-defined, thus the only artefacts that 

might be modified are the symbols used to represent them. Such modifications should be 

driven towards addressing the issues presented in this work. 

4.2. Principle of Perceptual Discriminability 

Description: 
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“Perceptual Discriminability is the ease and accuracy with which graphical 

symbols can be differentiated from each other. This relates to the first phase of human 

visual information processing: perceptual discrimination. Accurate discrimination 

between symbols is a prerequisite for accurate interpretation of diagrams [63]. 

Discriminability is primarily determined by the visual distance between symbols. This is 

measured by the number of visual variables on which they differ and the size of these 

differences. In general, the greater the visual distance between symbols, the faster and 

more accurately they will be recognized [62].” [41] 

Assessment: 

WebML symbols can be grouped into three categories: Containers (e.g. Page, 

Area and Master Page), Units (e.g. Contents, Operations, Service and Session) and 

Links (e.g. KO and OK). We shall first analyse Perceptual Discriminability. To that 

end, Table III lists some of these symbols, along with the values of their visual variables 

and their semantic carrier (SC), i.e., whether the visual variables of each symbol are 

related to their semantics. 

  Location Shape Size Colour Brightness Orientation Texture 
VALUE (SC) VALUE (SC) VALUE (SC) VALUE (SC) VAL. (SC) VALUE (SC) VALUE (SC) 

Containers 
 

variable (N) quadrilateral (Y) variable (N) white (Y) N.A. (N) N.A. (N) thin  
border (N) 

 

variable (N) quadrilateral (Y) variable (N) turquoise (Y) N.A. (N) N.A. (N) thin  
border (N) 

Links 

 

variable (N) arrowhead  
link (Y) variable (N) B/W (Y) N.A. (N) variable (N) single  

dotted (Y) 

 

variable (N) arrowhead  
link (Y) variable (N) green (Y) N.A. (N) variable (N) single  

thin (Y) 

 

variable (N) arrowhead  
link (Y) variable (N) red (Y) N.A. (N) variable (N) single  

thin (Y) 

Units  

inclosure (Y) quadrilateral (Y) fixed (N) pale  
peach (Y) N.A. (N) N.A. (N) thin  

border (N) 

 

variable (Y) roundtangle (Y) fixed  (N) pale  
peach (Y) N.A. (N) N.A. (N) thin  

border (N) 

Table III. Visual variable values and semantic carriers (SC)  
for some WebML symbols 

• WebML Containers such as Page and Area use only two visual variables to 

carry semantic information: Shape and Colour. In other words, the Shape and 

the Colour used to represent Containers allow us to distinguish them from other 

types of WebML elements. More concretely, they share the same Shape: a 

quadrilateral, and use a different Colour for the background of the different 

types of Containers.  

• WebML Links use three visual variables to carry semantic information: Shape, 

Colour and Texture. They share the same Shape, an arrow, and use different 

Colours and Textures to distinguish between the types of Links. 

• WebML Units use four visual variables to carry semantic information: Location 

(horizontal and vertical position), Shape and Colour. Content Units differ from 

other types of Units in the Shape used to represent them (rectangle and 
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roundtangle) and in the fact that the former have an inclusion relationship with 

Containers. Their planar variables thus depend on the Location of their 

Containers. The Colour of all Units is the same. Moreover, each of the Units 

uses a different iconic marker (this is the term used in the literature to refer to 

icons located inside a graphical symbol), which is discussed in the principle of 

Semantic Transparency. 

Recommendations: 

Size is a variable that influences discriminability. Larger symbols immediately 

attract the reader's attention [50]. However, WebRatio only allows the resizing of the 

symbols that may contain other symbols according to an inclusion relationship. 

Furthermore, Size also depends on the amount of text used to attach a name to the 

symbols, i.e. if the text inside the symbol is too long, the symbol is automatically resized 

to fit the text. One recommendation would be to provide the possibility of being able to 

customize the Size of each symbol, so that the designer can decide on that visual variable. 

The Colour variable is one of the most cognitively effective variables [36]. It is 

used with a different value for each Container and for each Link. In contrast, all Units 

have the same background Colour. The Physics of Notations theory proposes that the 

choice of Colour should be related to some kind of relationship between the symbol and 

the concept it represents. One proposal would be to use one different Colours to 

differentiate between the seven categories of Units. Thus, we would use a number of 

colours that are within the limits of the capacity of the visual variable, i.e., the number of 

different perceptible steps by the human mind. But if we surpass the capacity limits of a 

visual variable, we might encounter saturation problems. This concept is explained in 

detail in the next section. However, note that despite Colour being one of the most 

effective visual variables for the human visual system, it should not be used as the sole 

basis for distinguishing between symbols, as it is sensitive to variations in visual 

perception (e.g. colour blindness), in screen/printer characteristics (e.g. B/W printer) and 

in representational mediums (e.g. whiteboards/paper). 

The Shape plays a key role and is the primary basis for discrimination between 

symbols. This means that it must be possible to clearly distinguish between all the Shapes 

used for the various symbols. For example 3D Shapes could be used for those symbols 

that represent Containers because these forms suggest the ability to contain objects. 

Moreover, in WebML most symbols are variants of the rectangle (see first column of 

Table III).  

Therefore, another recommendation would be to use different basic geometric 

Shapes, such as ellipses, triangles and cylinders instead of using only quadrilaterals, in 
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order to increase discriminability between the symbols used either by different categories 

or by different elements in the same category. 

4.3. Principle of Visual Expressiveness 

Description: 

“Visual Expressiveness is defined as the number of visual variables used in a 

notation. Visual expressiveness partitions the set of visual variables into two subsets: 

• Information-carrying variables: Variables used to encode information in a 
notation. 

• Free variables: Variables not (formally) used 

As well as using only a limited range of the visual variables available, SE notations 

also use only a limited range of the possible values of each variable (capacity). For 

example, they use a very limited repertoire of shapes, mostly rectangle variants [51]. 

These are the least effective shapes for human visual processing and empirical studies 

show that curved, 3D, and iconic shapes should be preferred [4][29][63]. Color is one of 

the most cognitively effective of all visual variables: the human visual system is highly 

sensitive to variations in color and can quickly and accurately distinguish between them 

[36]. Differences in color are detected three times faster than shape and are also more 

easily remembered [34]. 

Different visual variables have different capacities (number of perceptible steps) 

[5]. The properties of each visual variable have been established by research in 

psychophysics (summarized in Table IV).” [41] 

Variable Capacity 
Horizontal pos. 10-15 
Vertical pos. 10-15 
Size 20 
Brightness 6-7 
Colour 7-10 
Texture 2-5 
Shape Unlimited 
Orientation 4 

Table IV. Visual variables capacity (adapted from [41]) 

Assessment: 

In the WebML symbols, some visual variables contain information related to the 

semantics of the symbol. More concretely, the information-carrying variables in WebML 

are Location, Shape, Colour and Texture, while Brightness, Size and Orientation do not 

carry semantic information and can be defined consequently as free variables. Table V 

shows a summary of each information-carrying variable. In this table we can see the 

values used in WebML for each of the visual variables and their corresponding 

saturation, i.e., the ratio between the number of values used and the capacity of each 
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variable. This ratio illustrates to what extent the visual variable is efficiently used in 

WebML.  

The only value of Location (horizontal and vertical position) that carries semantic 

information in WebML is enclosure (i.e. symbols contained in others symbols), apart 

from this, the Location of a given symbol provides no semantic information. Therefore, to 

calculate the Location’s saturation, we must divide the quantity of values used by the 

language (1) between the upper limit (15) and the lower limit (10) of the capacity of this 

visual variable, whereby we get the range saturation of this visual variable (1/15 = 7% 

and 1/10 = 10%). This indicates that there is room for using other values of this visual 

variable and thus increase the Visual Expressiveness. Next, the different WebML 

symbols use nine different Colours. Considering that the capacity of the Colour variable 

ranges between 7-10, saturation ranges from 90% to 100%. This indicates that using a 

greater range of Colours could complicate a correct discrimination by users. Then, 

Texture is only used to differentiate between two types of Links that yield a saturation 

point of 40-100% (i.e. it ranges from 2/2 to 2/5 since Texture capacity ranges between 2 

and 5). Finally, Shapes are mainly limited to two categories: quadrilateral and arrows. In 

this case a saturation point cannot be derived since the Shape variable has unlimited 

capacity. 

Variable Capacity WebML Values - (quantity) Saturation 
Horizontal pos. 10-15 Enclosure - (1) 7%-10% 
Vertical pos. 10-15 Enclosure - (1) 7%-10% 

Colour 7-10 White, black, periwinkle, grey, turquoise, 
silver, red, green, peach - (9) 90%-100% 

Texture 2-5 Single dotted, single thin - (2) 40%-100% 
Shape Unlimited Quadrilateral, arrowhead, roundtangle - (3) - 

Table V. Information-carrying variables in WebML visual notation 

Recommendations: 

The Location variable could be used to represent an interval if required, and not 

only to represent the enclosure. A possible value for this variable would be visual e.g. the 

possibility to represent the internal pages under their main webpages. In this way the user, 

by Location, can have an immediate idea of the main content of a webpage. 

Texture in WebML is only used to distinguish between some types of Links. The 

data above shows that according to the lower limit of texture capacity, there is room to 

use three more Textures. These free Texture values could consequently be used to 

distinguish between the three categories of symbols that use a quadrilateral Shape with a 

single line border, i.e., Containers, Content Units and Other Units (see Table III).  

WebML symbols use mainly two types of Shapes. This has therefore led to the 

possible improvement discussed in Section 3.3. However, replacing the symbols using an 

iconic marker by the marker itself would be more highly recommendable. This way, the 

symbol becomes an icon itself, widening the range of values for the Shape variable.  
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With regards to Colour, according to Table III, the range of Colours used in 

WebML notation is appropriate for the differentiation capacity of the human mind. 

However, these colours are mainly used to differentiate the different types of Containers 

whereas the same Colour (peach) is used for the background of all the types of Units. 

Therefore, our recommendation is to use different colours to distinguish between the Unit 

types also.  

Finally, Brightness, Orientation and Size are not used in the symbols and could be 

used in order to increase Visual Expressiveness and Perceptual Discriminability, since 

as mentioned before these two principles are directly related. 

4.4. Principle of Semantic Transparency 

Description: 

“Semantic Transparency is defined as the extent to which the meaning of a symbol 

can be inferred from its appearance. The concept of semantic transparency formalizes 

informal notions of “naturalness” or “intuitiveness” that are often used when discussing 

visual notations, as it can be evaluated experimentally. Semantic transparency is not a 

binary state but a continuum: 

• A symbol is semantically immediate (I) if a novice reader would be able to infer 

its meaning from its appearance alone. 

• A symbol is semantically opaque (O) if there is a purely arbitrary relationship 

between its appearance and its meaning. 

• A symbol is semantically perverse (P) if a novice reader would be likely to infer 

a different meaning from its appearance. 

• In between semantic immediacy and opacity, there are varying degrees of 

semantic translucency (T). 

Iconic representations speed up recognition and recall and improve intelligibility 

of diagrams to naive users [37]. They make diagrams more visually appealing: people 

prefer real objects to abstract shapes [4][51].” [41] 

Assessment: 

There are three different types of Links: Normal, KO and OK. As shown in Table 

III, the Shape used to represent them is the arrow whereas different colours allow us to 

distinguish them easily: green is used for the OK Link, red for the KO Link and black for 

the Normal Link. The arrow is the most common and intuitive Shape to represent a link, 

and green and red Colours own intrinsic meanings in most domains, e.g. right/wrong, 

threat/safe, stop/go, etc. The combination of the Shape and Colour used is therefore 

considered to result in graphical symbols that represent the different types of Links with 

an immediate Semantic Transparency. 
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The main Shapes used in all other elements of WebML are a variant of a rectangle, 

which is very common in the visual notations used in modelling language in SE [51]. 

These Shapes are semantically opaque since there is usually no relationship between their 

appearance and the meaning of the concept they represent. However, each of the 

rectangles used to represent WebML Units contain a different iconic marker. Therefore, 

we will analyse the iconic markers for the elements of the different Units categories here, 

bearing in mind that the level of semantic transparency depends on different factors (e.g., 

expert/novice users), and that a meaning of a symbol may therefore be immediate for 

some users and opaque for others. The assessment below is not therefore meant to be 

definitive. The following statements are merely based on direct observation. For this 

reason we have carried out an empirical study to validate some of the proposals made in 

relation to this principle. The details and results of this study can be found in Section 5. 

Figure 8 shows the icons for the Content Units. The meaning (also known as the 

referent concept) of the icons such as Power Index, Recursive Hierarchical Index, and 

Multi Message are not so obvious or immediate. For example, some lines arranged 

horizontally with green and red boxes could refer to the concept of a to-do list instead of 

its intended meaning, which is Multi Message. Moreover, the Shape chosen for the so-

called No Op Content icon is in no way related to its semantics, i.e., to the notion of a 

Unit that represents the concept of ‘no business logic’, and it is thus semantically opaque. 

The remaining referent concepts for the other icons are obvious, signifying that the 

symbols have been well chosen. However, there is room for improvement, as will be 

shown in the following section. 

 
Figure 8. Content Units - Icons 

Regarding Operation Units, Figure 9 shows the corresponding icons. The Shape 

chosen for the so-called No Op Operation icon is in no way related to its semantics, i.e., 

to the notion of a Unit that represents the concept of ‘no business logic’ and it is thus 

semantically opaque, as it happened with the No Op Content icon. The remaining referent 

concepts for the other icons are well chosen. 
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Figure 9. Operation Units - Icons 

The Session Units’ icons are shown in Figure 10. The referent concepts for the first 

three icons are semantically translucent since it is not trivial to work out their exact 

meaning. By way of illustration, the Get icon is very similar to that used for Jump (see 

Figure 12). Furthermore, an arrow Shape usually suggests a type of link or relationship. 

The last three are semantically immediate since the door icon is much more intuitive. 

 
Figure 10. Session Units - Icons 

Regarding Service Units, it is not easy to immediately understand the meaning of 

the referent concepts for the Get XML and Schedule Job icons shown in Figure 11. For 

instance, a few lines written on a sheet with an XML text annotation evoke the concept of 

XML source code, but no evocation of the Get action is transferred to the modeller. In 

contrast, the other icons are well chosen and are semantically immediate. 

 
Figure 11. Service Units - Icons 

Moving to Control Flow Units, the referent concepts for the Switch and Loop icons 

shown in Figure 12 are well chosen and are semantically immediate. However, the other 

icons are not as obvious or immediate, and are therefore semantically translucent. For 

instance, an arrow entering a circle that is subsequently divided into two arrows might 

evoke the concept of alternative paths, which is far from the actual referent concept that is 

(parameter) collector and it is similar to the is not null symbol.  
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Figure 12. Control Flow Units - Icons 

Next, Figure 13 shows the icons for the Utility Units. The referent concepts for 

icons such as Script and Query are not so obvious or immediate. For example, a pencil 

writing on a sheet of paper is virtually identical to the Entry icon. This results in the so-

called synograph anomaly. Moreover, the Shape chosen for the Selector icon is in no way 

related to its meaning and is thus semantically opaque. The remaining referent concepts 

for the other icons come easily to the user’s mind, so that the symbols are considered to 

be well chosen. Note however that there is always room for improvement. For instance, 

while the Loop Unit traverses an array looking for an object which is returned aligned 

with its index in case of success; the Loop symbol might evoke a closed loop. Some kind 

of arrow pointing to an outgoing object might illustrate this behaviour. We believe, 

however, that the symbol works fine to represent at least the Unit’s main functionality.  

 
Figure 13. Utility Units - Icons 

Finally, Figure 14 shows the icons for the BPM Units. Icons in this category are 

semantically translucent. The main problem in this set is that some of its Shapes are very 

similar and in some cases the differences between them are too small, which creates 

problems also related to the principle of Perceptual Discriminability. 

 
Figure 14. BPM Units – Icons 

Recommendations: 

As mentioned previously, semantic immediacy plays a cornerstone role in order for 

any user to understand properly a given model. Previous paragraphs have shown that 

some WebML symbols leave room for improvement in this sense. Figure 15 therefore 
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shows some proposals for new icons that improve semantic immediacy according to the 

commonly acknowledged idea that users prefer real objects to abstract forms [4]. 

 Original 
Icons 

Proposed 
Improvements 

Data 
  

Event 

Calendar    
Power Index 

  
MultiMessage 

  
No Business 

Logic   
Script 

  
Math 

  
Schedule Job 

  
Jump 

  
Figure 15. Improving semantic transparency  

In the subsequent paragraphs the proposals for the new icons that improve semantic 

immediacy are described. The underlying idea is to re-use those graphical elements that 

are commonly used to bring to mind the same concept in completely different domains. 

Note that these might not be the best options, but are possible enhancements. The relevant 

finding here is that there is room for improvement. 

• Data: a series of stacked disks is usually used to represent this information. 

• Event Calendar: the current symbol used in WebML might appear to be a 

textbook, and could be improved by using an icon that clarifies that we are 

referring to a calendar. 

• Power Index: a star is generally used to represent the concept of ‘favourite’ and 

might be misleading. By contrast, the lightning symbol makes it semantically 

clearer that the concept of ‘power’ is being represented. 

• Multi Message: rather than the current symbol that might evoke something 

related to a traffic light, a series of letters might result in a much more intuitive 

symbol to represent multi-message objects. 

• No Business Logic: a complex icon is proposed containing a mix of the graphics 

used to symbolise prohibition (not), dollar (business) and Tetris game elements 

(logic). 
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• Script: instead of the current icon that appears to be a notebook and is very 

similar to the Entry icon, the new proposed icon is far more frequently 

recognized in many areas of computing to represent code excerpts and 

programming languages. 

• Math: the proposed icon improves slightly on the current one and since it is 

close to the result, it is semantically transparent. 

• Job Schedule: rather than the classic graphic used to represent the ‘play’ action, 

a clock with an arrow to represent the concept of ‘schedule’ might result in it 

being semantically clearer. 

• Jump: rather than the arrow currently used that evokes the idea of moving 

forward, the proposed arrow is more related to the idea of jumping. 

Remember that these proposals, of new graphical symbols, have been evaluated 

through an empirical study and the results of this study can be found in Section 5. 

Note however that, just as it happens with the rest of principles, there might be 

some particular reason to maintain a given symbol as is, even though it was considered to 

impact negatively on Semantic Transparency. For instance, the advantages brought to 

cognitive effectiveness by adhering to an existing standard could be greater than that 

obtained by changing a symbol in order to make it more transparent. This would be the 

case of the symbols used by WebML to represent BPM Units if they were based on those 

defined by the BPMN standard. Even though they are found to be semantically 

translucent, this would not be a problem if the users are previously used to them because 

of previous knowledge of the standard. Unfortunately, this is not the case since these 

symbols are different from those found in the BPMN standard. 

Finally, in order to decide on whether a symbol should be modified in order to 

improve the semantic transparency of the notation, one might wonder about the actual 

semantics of the concept represented by the symbol, which might be misleading due to 

wrong naming practices. For instance, think about the symbol used to represent the Power 

Index. Our proposal for improvement tries to invoke the concept of Power whereas 

probably Enhanced or Multi are terms which better reflect the nature of the Power Index. 

Nevertheless, this kind of semantics analysis falls outside of the scope of this paper.  

4.5. Principle of Complexity Management 

Description: 

“Complexity management refers to the ability of a visual notation to represent 

information without overloading the human mind. To effectively represent complex 

situations, visual notations must provide mechanisms for modularization and 

hierarchically structuring: These correspond to subsystems and level structures in 

ontological theory [59].” [41] 



25 

Assessment: 

One of the features supported by WebRatio is the ability to create reusable modules 

for different sets of Units (see Figure 16). A reusable module is a kind of pattern that can 

be used everywhere in the project without having to copy all the pattern elements but just 

referencing it. To that end, two or more elements from the diagram are first selected and 

then grouped together into a single module by means of a context menu. From there on, 

the module can be reused elsewhere in the diagram. As a result, the need for recreating 

the very same set of elements at different parts of the diagram is avoided while 

complexity is reduced. Users can then check the module’s content at any time just by 

double clicking on it.  

 
Figure 16. Grouping different Units into a Module 

Another mechanism that is used to manage complexity is the hierarchical structure. 

WebRatio provides the Type Hierarchy View (see Figure 17). This feature makes it 

possible to view classes, subclasses and members in a variety of different tree view ways. 

 
Figure 17. Type Hierarchy View on WebRatio 

Finally, another mechanism for managing complexity in WebML is the Master 

Page element. A Master Page is a special page that contains units, sub-pages and 

alternative pages. Master Pages have a hierarchical visibility, i.e., for each level only one 

Master Page can exist and a Master Page defined in a lower level has higher priority than 

Master Pages defined on upper levels. Figure 18 shows an example of using the Master 

Page. The upper diagram-excerpt (without MasterPage) shows that the elements on the 

right-hand side have to be replicated in all the containers. On the other hand, the lower 

picture shows that once such elements are included in a MasterPage object, they are 

automatically included in all the containers of the diagram, eliminating the need for 

replication. 
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Figure 18. Inheritance on Master Page elements. 

 
Recommendations: 

There is no recommendation in order to improve WebML symbols according to 

this principle, given that the tool that implements the language already supports the 

concepts of modularization and hierarchy. 

4.6. Principle of Cognitive Integration 

Description: 

“Cognitive integration only applies when multiple diagrams are used to represent 

a system. For multi- diagram representations to be cognitively effective, they must 

include explicit mechanisms to support: 

• Conceptual integration: Mechanisms to help the reader assemble information 

from separate diagrams into a coherent mental representation of the system. 

• Perceptual integration: Perceptual cues to simplify navigation and transitions 

between diagrams.” [41] 

Assessment: 

In the software development process supported by WebRatio it is possible to have 

a combination of different models created with UML, E/R, BPMN and WebML. BPMN 

is used to support the specification of business processes, WebML for specifying the 

conceptual model of Web applications, and standard E/R or UML class diagrams for 

specifying the data model. The tool therefore supports these languages. Unfortunately, 

their visual notations have graphical symbols that share the use of some basic geometric 
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Shapes such as variants of the rectangle, diamonds and simple lines to represent links. For 

this reason, the combination of UML, E/R, BPMN and WebML models leads to various 

problems that are principally related to the creation of synographs (the graphical 

equivalent of synonyms) and homographs (the graphical equivalent of homonyms). 

Recommendations: 

WebML does not leave much room for the analysis of homogeneous integration 

since scenarios where diagrams of the same type are composed is extremely rare. On the 

other hand, heterogeneous integration is much more common due to Data and Hypertext 

models being combined. Unfortunately, the study of the problems related to 

heterogeneous integration is not within the scope of this work: before making 

recommendations on the visual notations used by those modelling languages, it would be 

appropriate to study them from the point of view of the Physics of Notations theory; just 

as it has been done in this work for WebML. 

4.7. Principle of Dual Coding 

Description: 

“According to dual coding theory [49], using text and graphics together to convey 

information is more effective than using either on their own. When information is 

presented both verbally and visually, representations of that information are encoded in 

separate systems in working memory and referential connections between the two are 

strengthened. This suggests that textual encoding is most effective when it is used in a 

supporting role: to supplement rather than to substitute for graphics. 

Including textual explanations (annotations) can improve understanding of 

diagrams in the same way that comments can improve understanding of programs. 

Textual encoding can be used to reinforce and expand the meaning of graphical symbols 

(hybrid symbols). In the hybrid representation, the text both expands and reinforces the 

meaning of the graphics.” [41] 

Assessment: 

The graphical symbols of WebML use a limited amount of text. In particular, they 

are used by XML-related symbols representing Session Units, to emphasize the XML 

nature of the objects represented (see Figure 19.A). This is an example of a hybrid 

representation. Furthermore, WebML uses text annotations to provide some relevant 

information about the unit represented by a given symbol. For instance, in the first 

element of Figure 19.B, a textual annotation informs the user about the title of an Index 

unit; in the second one the annotation states which operation is performed by the Math 

unit; the last one uses the annotation to inform the user about the data items contained in 

the Multidata unit. 
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Figure 19. Dual coding in WebML graphical symbols 

Recommendations: 

We recommend a further study of potential hybrid representations that could be 

added to WebML visual notation be carried out. The idea would be to eliminate the need 

for some symbols by using hybrid representations, thereby improving Graphic 

Economy, which is presented in the next section and is mainly based on the total number 

of different symbols used by the language. The use of more hybrid representations would 

serve to improve the user’s understanding of the annotated symbols. This would be 

particularly helpful to deal with symbols that are not semantically transparent, as 

discussed in Section 4.4. 

4.8. Principle of Graphic Economy 

Description: 

“Graphic complexity is defined by the number of graphical symbols in a notation: 

the size of its visual vocabulary [47].  Graphic complexity affects novices much more 

than experts, as they need to consciously maintain meanings of symbols in working 

memory. The human ability to discriminate between perceptually distinct alternatives 

(span of absolute judgment) is around six categories [40]: This defines an upper limit for 

graphic complexity. Many SE notations exceed this limit by an order of magnitude: For 

example, UML Class Diagrams have a graphic complexity of over 40. Interestingly, the 

two most commonly used notations, in practice (DFDs and ER), do satisfy this principle, 

which may partly explain their longevity and continued popularity in practice. SE 

notations tend to increase inexorably in graphic complexity over time, primarily due to 

efforts to increase their semantic expressiveness.” [41] 

Assessment: 

We have identified that the current graphic complexity of WebML is 70. As 

mentioned in the description of this principle, the human ability to discriminate between 

perceptually distinct alternatives is around six categories [40], but this number indicates a 

limit for immediate recall and is not related to the ability of the human mind to 

understand a graphic design in its entirety. WebML’s graphic complexity is therefore 

about 12 times greater than this limit related to immediate recall. However, it seems that a 

major factor determining a viewer's capacity to make effective use of a diagram is how 
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much that person already knows about the sort of subject matter depicted in the diagram 

and the specific method of depiction [15]. Therefore, we can say that the correct 

understanding of a diagram obviously depends on the user´s prior knowledge and the 

assistance of the tool in this context. What is important when calculating the graphical 

complexity of a language is that we can compare it with other visual languages and be 

aware of the complexity that the generated diagrams could have. Thus, we could consider 

this obtained number to define visual dialects with a lower graphical complexity and with 

a different level of detail according to the user´s expertise either with the modelling 

language (or supporting tool) or the domain to target in the model. This reasoning can be 

done with any visual language that has a number of graphical symbols greater than the 

limit set by the working memory. Among the few visual languages that conform to this 

limit are the Data Flow diagrams (complexity of 4) or E / R diagrams (complexity of 5). 

Recommendations: 

The number of graphical symbols used in WebML has evolved and increased over 

time. In fact, the first implementation of WebML had a graphic complexity of twenty [13] 

but the evolution of the language, mainly due to the development of the supporting IDE, 

WebRatio, has resulted in a dramatic increase of the graphic complexity. The extensibility 

of the language has also contributed to the increase in its graphic complexity. This feature 

has led to the development of a large number of new Units, which, in order to alleviate 

the increasing complexity, can be arranged in packages so that each user can decide 

whether to use them or not. 

If this area is to be improved upon, the first step should be to conduct a detailed 

study on the use of different symbols in common use cases, in which the subjects will be 

WebRatio users. This study would help to differentiate between the use of the language 

by novice and expert users [35], in order to propose different modifications to the 

language that would result in different graphic complexities for each type of user. For 

example, novice users usually develop relatively simple Web applications for which 

simpler models are needed. In particular, the core of the language, which has a graphical 

complexity of thirty, is enough to elaborate such simple models. Therefore, it would be 

advisable to consider the possibility of providing different sets of WebML elements to 

deal with the different complexities of different types of applications. This is partially 

supported in the current version of WebRatio, since expert users, who are ready to deal 

with higher levels of graphic complexity, can download different packages at will. 

However, the current version of the tool implies the use of the built-in package whose 

graphic complexity is higher than that of the hypothetical core package. 

Another possible way in which to improve the Graphic Economy would be to add 

a symbol deficit and do not support the representation of some elements graphically, using 
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textual annotations to represent them instead. Finally, a further option would be to 

increase the Visual Expressiveness of symbols, thus reducing the number of symbols 

and increasing the human ability of discrimination. 

4.9. Principle of Cognitive Fit 

Description: 

“Cognitive fit theory states that different representations of information are 

suitable for different tasks and different audiences. Problem solving performance (which 

corresponds roughly to cognitive effectiveness) is determined by a three-way fit between 

the problem representation, task characteristics, and problem solver skills. There are 

well-known differences in the way experts and novices process diagrams [15][62]. For 

nonexperts, interpretation is slower, more error-prone, and requires conscious effort. The 

well-documented differences between experts and novices suggest the need for at least 

two different visual dialects: an expert (“pro”) and a novice (“lite”) one.  

Another situation that may require different visual dialects is the use of different 

representational media. In particular, requirements for sketching on whiteboards or 

paper (an important use of visual notations in early design stages) are different to those 

for using computer-based drawing tools. In fact, most SE visual notations seem designed 

for the pre-computer era, as they make little use of the powerful capabilities of modern 

graphics software: Effectively, they are designed for pencil-and-paper.” [41]. 

Assessment: 

WebML models are abstract and technology independent, i.e. they do not deal with 

the details of the targeted platform where the application under development will be 

deployed. These models can therefore be used to capture the requirements, design the 

information, design the navigation, etc., and their users may therefore be developers, 

designers or end customers. Moreover, the tool that supports WebML provides different 

views focused on different aspects (data, presentation, behaviour). These features 

facilitate the understanding of the models by users with different capabilities. 

Another aspect to be considered is the differences involved in representing the 

language symbols. Textbooks contain fewer symbols that are in B/W, and most of them 

are different from those supported by WebRatio. Users who study the symbols in books 

may therefore encounter initial difficulties when using the supporting tool. 

Recommendations: 

The aforementioned differences in abilities to discriminate, understand and analyse 

between experts and novice users [15], have again led us to think about the need to 

analyse the possibility of creating visual dialects for various types of users. It would thus 

be possible to obtain a number of sets of more/less cognitively effective graphical 

symbols. For novice users who may be end users or business experts, it is important to 
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bear in mind, for example, the need to use more discriminable symbols, to reduce 

complexity and to simplify visual vocabularies, and it is therefore necessary to enhance 

principles such as Graphic Economy, Semantic Transparency and Perceptual 

Discriminability, while for expert users who need more details, it is important to 

emphasize principles such as Semiotic Clarity, Dual Coding and Complexity 

Management. 

4.10. Summary and discussion 

In order to provide an overview of the main results of the analysis, Table VI enumerates 

the main findings related to each principle, along with some of the recommendations 

proposed to improve the visual notation of the language regarding this principle. After 

analysis and discussion by the authors, amongst whom we can count one of the creators 

of the WebML language, we wanted to provide an indicator (compliance), whose aim is 

to reflect to what extent the language is aligned with each of the principles, in order to 

provide a quick summary of our assessment of WebML in respect of each of the 

principles. 

Principle Assessment Recommendations Compliance(1) 

Semiotic Clarity 
Symbol anomalies: 
redundancy, overload, 
excess and deficit. 

Eliminate anomalies. * 

Perceptual 
Discriminability 

Few visual variables 
are used: Shape, 
Colour and Texture. 

• Use more visual variables: 
Size, Location.  

• Use Colour to differentiate 
categories of Units. 

• Use different Shapes: 3D, 
ellipses. 

** 

Visual 
Expressiveness 

Information-carrying 
variables: Location, 
Shape, Colour and 
Texture. 

Exploit the potential of the 
visual variables and uses 
that are unused. 

** 

Semantic 
Transparency 

Some symbols are 
semantically opaque 
and translucent. 

Define new semantically 
immediate icons. ** 

Complexity 
Management 

Creation of modules 
for a set of Units and 
hierarchical structure. 

None. *** 

Cognitive 
Integration 

Combination of 
different models 
creates synographs 
and homographs. 

Perform a complete and in-
depth analysis in future 
works. 

- 

Dual Coding 

Textual annotations 
only in XML symbols 
and to represent some 
properties. 

Add more textual annotations 
to improve Graphic 
Economy. 

*** 

Graphic 
Economy 

Graphic complexity of 
70. 

• Different graphic 
complexity for novice and 
expert users.  

• Add symbol deficit.  
• Increase Visual 

Expressiveness. 

* 
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Principle Assessment Recommendations Compliance(1) 

Cognitive Fit 

• Same models for 
different types of 
users.  

• Difference in 
representational 
media. 

Visual dialects. ** 

Table VI. WebML assessment overview 

(1) LEGEND (for weightable fields) 

Symbol Value 
- None 
* Poor 
** Good 
*** Excellent 

As the Recommendations column in Table VI shows, some principles are highly 

interconnected and indeed, there are many more interactions of this type. For example, 

Figure 20 shows some of these interactions, which, as can be seen, are not symmetric 

interactions. Some of the most important are: 

• Perceptual Discriminability increments Visual Expressiveness, as it 

implicates the use of more visual variables. 

• Reducing the graphic complexity (Graphic Economy) exacerbates the Visual 

Expressiveness, and improving Visual Expressiveness positively affects the 

Graphic Economy. 

• Perceptual Discriminability, Semantic Transparency and Complexity 

Management can improve effectiveness for novice users, though Semantic 

Transparency can reduce effectiveness for expert users (Cognitive Fit). 

It is therefore important to master each of the principles and their possible interactions in 

order to avoid certain conflicts and exploit certain advantages. Which principle should 

prevail in each case is a matter of decision making for which no generic statement can be 

made. As a matter of fact, the issue of dealing with the trade-offs between principles, best 

practices, rules or whichever building-block of the framework is inherently associated 

with the application of assessment frameworks. See for instance the reflections in this 

sense made by Petre [52] or Blackwell and Green [8] regarding the trade-offs between 

dimensions proper of the Cognitive Dimensions framework  

 
Figure 20. Interaction among some principles (adapted from [41]) 



33 

Finally, it is worth noting that the aim of the analysis was only to detect the main flaws (if 

any) of WebML’s visual notation and to prove that they do exist. While some indications 

of possible improvements to address these flaws have been given, the goal was not to 

identify the set of specific refinements that would solve the problems detected. In fact, 

there is no one specific set of refinements since, as we have just mentioned, the trade-offs 

between principles make it impossible to provide a complete solution.  

5. Empirical Validation Study 

This work subjectively establishes a series of anomalies related to the Semantic 

Transparency of WebML icons. In this section we present an empirical validation that 

supports the identification of these anomalies (only those related with Semantic 

Transparency), which have led us to propose a series of new graphical symbols for 

WebML. This will make it possible for us to validate whether there is room for 

improvement in the visual notation of the language. We focused on the validation of 

Semantic Transparency, as it is one of the principles that allows us to obtain several 

improvements that could be implemented, with a certain balance between effort and 

results achieved, in improving the cognitive effectiveness of language. However, it is 

worth mentioning that it would be possible to conduct an empirical evaluation of other 

principles of the theory of Moody, but some of them would require a remarkable effort 

and the return could be minimal. This is mainly due to the difficulty in applying some of 

the improvements suggested in this study in such a complex and consolidated tool as 

WebRatio. For example, to make improvements to the Cognitive Integration, would mean 

a re-structuring of the entire architecture of the tool that supports WebML. For this 

reason, it is worth remembering that we want to encourage this kind of analysis from the 

early stages of creating a modelling language. 

Thus, as in any empirical scientific research, we have followed certain guidelines 

that establish the need to describe the approach, the materials used, the method and the 

analysis of the results [56]. The empirical study has been carried out with the 

collaboration of a group of postgraduate students at the University of Rey Juan Carlos 

and researchers from the Kybele Research Group. 

5.1. Planning 

The empirical study was carried out by following the recommendations and templates 

proposed by Mora et al. [45]. Figure 21 shows an overview of the structure of the study. 
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Figure 21. Summary of the empirical study 

This structure consists of three main components: subjects, material and analysis. 

• The subjects who collaborated in the study were a team of software engineers who, 

according to their profiles, could be divided into two different groups: postgraduate 

students and experts in software engineering. 

• The material used consisted of a set of online audio lessons and WebML projects to 

introduce the language, while two quantitative questionnaires were used as material 

for assessing the language. 

• Finally, two analyses were carried out: one concerning the basic understanding of the 

language, and a qualitative analysis related to the Semantic Transparency of certain 

WebML graphical symbols.  

Each of the phases is discussed in greater detail in the following sections. 

5.2. Subjects 

The subjects who collaborated in the empirical study were 45 software engineers. Their 

profiles enabled them to be divided into two different groups, the first of which was 

composed of 30 students on the Information Management module of the Master’s in 

Information Systems Engineering at the University of Rey Juan Carlos (Students group), 

and the second of which was composed of 15 experts in Software Engineering who are 

part of the Kybele research group (Software experts group). The difference in the 

subjects’ profiles has been taken into account in the analysis and presentation of the 

results, as will be noted in Section 5.4. 

The requirements for the participants were limited to being software engineers. 

However, the content of some of the Master’s modules (in particular the module on “New 

trends in Information Systems Engineering”) and the previous works of the researchers 
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enabled us to ensure beforehand that all the participants had some previous knowledge of 

Web engineering and MDE. What is more, all the subjects had previously used Eclipse, 

the framework over which WebRatio runs.  

5.3. Material 

The experiment was conducted in one of the computer labs at the University of Rey Juan 

Carlos. This lab has seventy Dell Optiplex GX280 computers with the WebRatio tool v. 

7.0.1 Personal Edition installed. 

The material distributed to the participants consisted of basic learning 

documentation related to the WebRatio tool and the WebML language, a modelling 

exercise, an example of a complete project and two quantitative questionnaires related to 

the visual notation of the language. Each of these materials is described in greater detail 

in the following subsections. 

5.3.1. Introduction to the language 

Online Audio Lessons on WebML 

As learning documentation related to WebRatio and WebML, the participants were 

provided with two online lessons which are available at the following links:  

• http://home.deib.polimi.it/mbrambil/webml/lesson1/  

• http://home.deib.polimi.it/mbrambil/webml/lesson3/  

The first is an introductory presentation lasting 28 minutes and dealing with 

WebML and its implementation in WebRatio. The content of this first presentation is: 

• Advantages of the model approach in Internet development 

• Why WebML? 

• What is WebML? 

• Models: structure, composition, navigation 

• WebRatio Tool overview 

The second lesson relates solely to the details of the Navigation / Composition 

model, which has been the object of analysis of our work. This presentation lasts 41 

minutes, although it was possible to omit some segments, thus reducing the duration to 33 

minutes. The total initial learning time was therefore approximately one hour. 

WebML Projects 

Once the two online lessons had been completed, we provided all the subjects with two 

WebML projects in order to have practical contact with the language and the tool that 

implements it. The subjects have therefore acquired new useful knowledge for our 

empirical study and for probable future empirical studies on the cognitive efficacy of this 

language.  

http://home.deib.polimi.it/mbrambil/webml/lesson1/
http://home.deib.polimi.it/mbrambil/webml/lesson3/
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The first project that we provided them with was a short tutorial to develop a basic 

"Hello World" Web application. This tutorial allowed the participants to develop a small 

application on WebRatio in eight simple steps. This application makes it possible to 

create a Web page that shows a text chosen by the developer. The eight steps in the 

tutorial are summarised in Appendix A. 

After this simple project, each participant was given a document with an example 

of a full Web application project, which shows how to develop the catalogue for a 

collection of books. Figure 22 shows an excerpt from the model that represents this Web 

application. 

 
Figure 22. Excerpt of the Navigation/composition model of the Book Store WebML project 

This last project was much more complex than the previous one, but the goal, as 

mentioned above, was for the subjects to have practical contact with the visual notation of 

WebML and thereby obtain an empirical study based on the responses of engineers with a 

basic knowledge of the language. 

5.3.2. Evaluation of the language 

Quantitative Questionnaires 

The last set of materials that each of the participants were provided with were two 

quantitative questionnaires: one of them contained multiple choice questions while the 

other contained rating questions. Appendix B contains the full questionnaire, which 

consists of a set of language elements with a brief description and two possible graphical 

representations: that currently used by WebRatio and a new proposal based on the main 

findings raised by the analysis presented in Section 4. The participants were thus able to 

choose which of the two graphical symbols they considered to be most convenient to 

represent the element. The document also contained a space in which the participants 

were able to specify any comments regarding those symbols.  
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The study of past projects signifies that the participants have seen many of the 

graphical symbols of the language, but not its complete visual notation. For this reason, 

and in order to avoid influencing the answers in this respect, we decided to place the 

graphical symbols in the questionnaire in random order so that if the participant did not 

know the implementation language, s/he could not figure out which was the original 

symbol and which was the proposed improvement. 

The second questionnaire contained different icons used in the implementation of 

WebML. Appendix C contains the full questionnaire. For each of the icons proposed, the 

participants had to specify whether or not they considered the graphical representation of 

the elements appropriate. They could choose from a range of values from 1 to 5, where 1 

signified highly inadequate, and 5 signified highly suitable. As with the previous 

questionnaire, the participants could make comments about their subjective assessments. 

The comments made when the evaluation of the symbol was negative allowed us to 

analyse whether there was an arbitrary relationship between the symbol and its meaning, 

or whether the participant understood the opposite meaning from its graphical 

representation. 

5.4. Results and Analysis 

5.4.1. Language Comprehension 

The learning material that the participants were provided with gave them a basic 

understanding of the WebML language and, more specifically, learning related to the 

Navigation / Composition model. After about an hour of receiving two online lessons 

about the language, it was found that all the participants were able to develop a simple 

Web application using WebRatio and that they understood the example of the complex 

project provided. 

5.4.2. Semantic Transparency Evaluation 

The questionnaire shown in appendix C allowed the subjects of the empirical study to 

evaluate twenty-one graphical symbols used in WebRatio. Each of these symbols may 

have one of the states shown in the continuum scale of Figure 23. As mentioned earlier, 

the four possible states of a graphical symbol in terms of Semantic Transparency are: 

• Immediacy: meaning can be inferred from appearance without explanation 

• Translucency: appearance provides a cue to meaning 

• Opacity: arbitrary relationship between appearance and meaning 

• Perversity: appearance suggests different or opposite meaning 
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Figure 23. Degrees of Semantic Transparency (adapted from [41]) 

However, after our analysis of this principle, we consider that none of the WebML 

graphical symbols has a Semantic Perversity. We have therefore limited ourselves to 

studying the other three possible states.  

The main factor in the relationship between a graphical symbol and its meaning is 

the perceptual resemblance, but there are other influences such as functional similarities, 

metaphors or cultural associations. Therefore, Semantic Transparency cannot be 

considered a binary state but a continuum state. Thus, from the values obtained from the 

questionnaires, we estimated the Semantic Transparency of each icon according to the 

continuum scale of Figure 23, where approximately values between 1-2 represent opacity, 

values between 2-4 indicate translucency, and values above 4 suggest immediacy. 

Table VII shows a summary of the results obtained from the questionnaire related 

to the Semantic Transparency evaluation, in which we asked the participants to assess 

the icons used by the language and deduce their meaning. The values obtained allowed us 

to assess whether the meaning of the graphical symbols could be deduced from their 

appearance and therefore to formalize the concept of naturalness or intuition according to 

the principle of Semantic Transparency. 

Element Icon 
Students 
Group 

Average 

SW 
Experts 
Group 

Average 

Semantic 
Transparency 

Assessment 

Power Index 
  1,90 2,67 

Translucent 

Recursive Hierarchical Index 
  1,80 2,73 

Translucent 

Alphabet   4,33 4,40 
Immediate 

Multi Message 
  2,53 3,13 

Translucent 

No Op Content 
  1,47 1,70 

Opaque 

No Op Operation 
  1,33 1,57 

Opaque 

Connect 
  4,53 4,73 

Immediate 

Set   3,03 3,53 Translucent 
Get   2,83 3,73 Translucent 

Reset   3,10 3,40 Translucent 
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Element Icon 
Students 
Group 

Average 

SW 
Experts 
Group 

Average 

Semantic 
Transparency 

Assessment 

Login 
  4,33 4,53 

Immediate 

Get XML 
 3,13 3,60 

Translucent 

Schedule Job 
 3,10 3,40 

Translucent 

Jump  2,17 3,27 
Translucent 

XML In 
 4,37 4,60 

Immediate 

Parameter Collector 
 2,03 2,53 

Translucent 

Is Not Null 
 1,80 2,67 

Translucent 

Selector 
 1,43 2,53 

Opaque 

Password  4,37 4,47 Immediate 

Script 
 3,07 3,27 

Translucent 

Query 
 2,00 3,40 

Translucent 

Table VII. Summary of the results of the Semantic Transparency evaluation 
questionnaire 

The results obtained, and a consideration of the average value of each of the 

elements, allowed us to verify that some of the graphical symbols have anomalies related 

to translucency and opacity. More specifically, thirteen graphical symbols are 

translucent, three are opaque, and the remaining five symbols can be considered 

immediate. 

It should be noted that, in the assessment of all the elements, the average obtained 

from the Software Experts Group is higher than that obtained from the Students Group. 

This signifies that, in general, the software engineering experts have a greater ability to 

infer the meaning of the element from the appearance of the graphical symbol. 

5.4.3. Alternative WebML Graphical Symbols 

The results obtained from the questionnaire concerning the alternative graphical symbols 

have shown that most of the participants in the study preferred the new ones. 

Table VIII sums up the data obtained from this quantitative questionnaire. It shows 

that the newly proposed symbols are preferred over the ones that WebML is currently 

using. We have again opted to present the results for each of the groups of subjects 

separately in order to analyse whether the participants’ profiles implies any notable 

difference. More concretely, 88.8% of the responses from the participants of the Students 



40 

Group and 90.3% of responses from the participants in the Software Experts Group 

favoured the new symbols. 

 
Subjects Total 

Responses 
Choice of the 

Original Symbol 
Choice of the 
New Symbol 

Students 
Group 30 240 27 (11,2%) 213 (88,8%) 

SW Experts 
Group 15 120 11 (9,7%) 109 (90,3%) 

Total 45 360 38 (10,6%) 322(89,4%) 
Table VIII. Summary of the results of the first questionnaire 

In order to assess whether these results were statistically significant, the Stata v12 

statistical software1 was used to run a t-distribution test, which is one of the probability 

distributions best suited when there are statistical results from a small number of subjects. 

The test yields a p-value, which is the probability that a variable would assume a value 

greater than or equal to the observed one strictly by chance. Recall that statistical 

significance is reached when the value of p is less than 0.05 (p < 0.05). 

The t-distribution test was first used to verify that there were no statistically 

significant differences between the results obtained by each of group. The test was then 

run again considering the overall results for the 45 subjects (last line of the Table VIII). 

The following two hypotheses were specified:  

• Null hypothesis (Ho): there is no difference between the two options (former or 

new) of graphical symbols, i.e., subjects choose between the two options 

indistinctly. 

• Alternative Hypothesis (Ha): there are differences between the two options of 

graphical symbols, i.e., subjects choose between the two options differently. 

Taking into account the considerations presented above, Figure 24 shows the data 

obtained from running the test. 

 
Choice of 

the new 

symbol 

Choice of 

the original 

symbol 

Number of total responses 322 38 

M 0.89 0.16 

SD 0.02 0.06 

CI95% 0.86-0.92 0.04-0.27 

t-test     p<0.0000 

M(mean); SD(standard deviation); CI%(confidence interval 95%) 

Figure 24. T-distribution test on symbols preferences 

 
1 http://www.stata.com/ 
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The test yields a p-value: 0.0000 < 0.05. We can then reject the null hypothesis and 

conclude that there are differences in the choice of symbols. 

6. Lessons learnt 

As mentioned in the introduction, the main goal of this paper was not only to assess the 

visual notation of WebML but also to foster the interest in using a scientific basis to 

design, evaluate, improve and compare visual notations.  

This section gathers some reflections and conclusions extracted from the 

development of the analysis. The assumption is that they may help researchers (in 

particular MDE practitioners) willing to consider these kinds of quality features when 

developing the modelling languages bundled in their proposals. Note that this is a line in 

which much work needs to be done, since so far MDE proposals used to be authored by 

developers with a technical background but without in-depth experience of human-

computer interaction or cognitive issues [61].  

These conclusions have been structured into three different groups from most to 

least generic according to their scope of application: those related to the assessment of a 

DSL visual notation; those related to the use of a particular framework (Physics of 

Notations) for the assessment of visual notations; and finally those related to potential 

improvements to WebML.  

6.1. On the assessment of a DSL Visual Notation 

While some similar studies exist which apply the Physics of Notations theory for the 

assessment of a language’s visual notation, the subjects of analysis are well-established 

languages such as UML, BPMN or i*. Note that all of these languages were defined some 

time ago; they enjoy certain levels of adoption; and they are just modelling languages in 

the sense that they were not intended to be used for code generation or subsequent 

transformations. Our reflection in this sense is that the visual notations of these languages 

have been analysed for two main reasons: there has been time to do so and they are 

popular languages.  

However, little attention has been paid so far to perform this type of analysis with 

immature DSLs, which are mainly intended to define models that will be subsequently 

transformed or used as input for code generation. These are the type of languages which 

constitute the basis of the huge number of model-based proposals that have emerged 

during the last number of years under the wing of MDE. 

In this sense, this analysis serves to show that it is not only feasible to perform this 

type of analysis in order to identify potential flaws for any given (visual) DSL, but also 

that it is feasible to do so while keeping a reasonable balance in terms of time and effort. 

This is particularly relevant bearing in mind that current practices around MDE are more 
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oriented towards the use of small and focused DSLs, such as WebML, than to the use of 

“macro” modelling languages, such as UML [18]. 

By contrast, another relevant lesson learnt from this experience for MDE 

practitioners, who produce new modelling languages regularly, is that this type of 

reflection, on whether the language is cognitively efficient, usable, etc., should be taken 

into consideration from the early stages of the development, since doing so once the 

proposals have been implemented and distributed is either impossible or at best requires 

too much effort. For instance, in the particular case of WebML, turning the conclusions 

about WebML’s visual notation gathered from the analysis performed in this paper into 

real actions over WebRatio would imply producing and distributing a widely refined 

version of WebRatio, an industrial tool that is now at the core of all the Web development 

efforts of a good number of IT organisations. Therefore, it would be advisable to consider 

these aspects from the early stages of the development of new DSLs, so that good 

decisions related to cognitive effectiveness would be translated throughout the different 

stages of the development until the working implementation. Once the DSLs have already 

been developed and distributed, think about the impact that the evolution of metamodels 

has over the ecosystem of related models and transformations when the traditional 

metamodel-driven approach for the development of DSLs has been adopted. By contrast, 

if the notation of WebML would have been defined taking Moody’s, Green & Petre’s or 

whichever set of principles for good designs in to consideration, this good design would 

have been translated into WebRatio’s implementation. As a matter of fact, a similar study 

on IFML’s visual notation according to the Physics of Notations theory is being 

performed by us in order to act either over the language or over its implementation now 

that they are still emerging proposals. 

Another of the ideas presented by researchers using the Physics of Notations theory 

or any other similar proposal is that the result of the assessment process is by no means 

enough to assert that the language hasn´t any problems. In some sense, the idea is similar 

to that guiding software testing: 100% code coverage is either not feasible or requires too 

much effort. Note that this problem would arise despite which assessment framework is 

used. In fact, studies on the Cognitive Dimensions framework acknowledged the very 

same problem: Cognitive Dimensions are not useful as a tool for acceptance [17]. Of 

course, there are ways to improve the code coverage, such as performing two different 

analyses: one against the Physics of Notations theory and another one applying Cognitive 

Dimensions. A set of empirical studies with final users would be even better in terms of 

ensuring that the language fulfils users’ expectations. However, who, when and how the 

language is used has also been acknowledged to influence greatly the finding of problems 

[17]. So that the set of studies that should be accomplished in order to reach certain levels 



43 

of coverage would simple do not make for the effort needed to perform such studies. In 

this context, the use of the Physics of Notations theory, Cognitive Dimensions or 

whichever similar assessment framework constitutes a practical solution which keeps a 

balance between the  effort required and the results. 

6.2. On the use of the Physics of Notations  

A number of reflections follow on from the experiences gathered when using a particular 

framework, the Physics of Notations Theory, for the analysis of WebML. 

The last reflection made on the previous section stated that every proposal has its 

own flaws. In the case of the Physics of Notations the fundamental flaw is probably that 

its approach does not consider the language as a whole but as set of notation elements 

which are analysed in an isolated way (see the discussion that ensued on the lack of 

support for the assessment of combination rules at the end of Section 3.1). This non-

integrated view might result in cognitively ineffective notations, even if only Moody’s 

principles were considered when designing the notation. By contrast, Moody’s principles 

should be considered along with other factors that might have a negative or positive 

influence on the notation being cognitively effective. Some of them have been mentioned 

throughout the paper, such as similarity with existing standards, previous knowledge of 

the domain, familiarity with similar notations, which might contribute to improving the 

cognitive effectiveness of the notation even when they were not fully aligned with 

Moody’s principles.  

On the other hand, the main lesson learnt from our experience is that we have 

found the Physics of Notation theory as a suitable tool for the assessment of DSLs’ visual 

notations. As MDE practitioners ourselves, who have never been concerned about the 

type of features analysed in this work, it has been relatively easy to be able to generate 

checklists as well as to define procedures, metrics and numerical indicators to assess 

these features, identify potential flaws and even propose refinements for those elements 

that leave room for improvement.  

In fact, Moody’s work has positively influenced MDE practitioners to start 

thinking about whether the languages they develop as part of their proposals can be 

efficiently processed and used by external users or whether their proposals are somehow 

aligned with certain quality criteria. Despite the fact that the number of studies has not 

increased significantly, it has been found that more and more works have at least 

mentioned the need to consider some way of ensuring that the visual syntaxes should 

consider Moody’s principles [11].  

However, most of the existing analyses of modelling languages according to 

Moody’s principles have been authored either by Moody or by some of his co-authors. 

There are still very few works using this theory to improve the result of their proposals. 
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By contrast, the authors of this paper have no previous experience at all with HCI or 

cognitive effectiveness issues since we were merely MDE practitioners and these were 

our first steps into these areas. We believe that this work could serve then to foster the 

interest of MDE practitioners in addressing this type of analysis based on the use of 

Moody’s proposal. As mentioned before, they will not be able to ensure that the 

languages they develop are completely correct but at least they could discard some 

particular issues which are frequently suffered by the DSLs that have been emerging 

recently. Besides, we consider that the fact that this analysis has been authored by 

researchers not related with Moody’s proposal serves also to provide a kind of pragmatic 

and holistic validation of the proposal in terms of usability. 

Furthermore every conclusion derived from the analysis of a language’s visual 

notation should later be subject to the consideration of domain experts. For instance, as 

we have mentioned in Section 4.3, most of the visual notations used by existing 

modelling languages might be considered deficient under the principle of Visual 

Expressiveness, due to the deficient use of the Shape visual variable, typically limited to 

the use of rectangles or some variation. According to some studies on HCI, the use of 

geons (simple 2D or 3D forms) instead of boxes and arrows diagrams would contribute to 

improve user perception since structural representations of objects in the brain are 

acknowledged to be composed of geon objects and relationships [6]. Nevertheless, the 

very same authors acknowledge that the use of geons for diagramming tasks raises a 

number of issues, such as the labelling of nodes and relationships and the corresponding 

impact on the layout, that may result in unmanageable diagrams when a certain amount of 

information is to be displayed [29]. Besides, the importance of final users’ habits should 

not be dismissed: even though geons could be perceived better by the average human 

brain, SE modellers are used to boxes and arrows diagrams. Therefore, at the time of 

dealing with a new notation, they will feel much more comfortable if is based on 

abstractions with which they are used to working with on a daily basis. This is the case of 

WebML, where newcomers are usually familiarized with some SE notation, such as UML 

or BPMN.  

We have also found that the main limitations of the framework are related with the 

lack of support to analyse the composition rules of the visual notation and the need for 

empirical studies with which the findings and predictions produced by the analysis could 

be contrasted. In this sense, a clear contribution would be the definition of techniques and 

processes specifically designed to conduct these studies according to the particular 

features of the Physics of Notations Theory.  

Apart from the above reflections, some concrete findings gathered from our 

experience using the Physics of Notations follows. 
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We have found that the tasks which are more easily accomplished among those 

found in the application of Moody’s proposal are: identifying anomalies between the 

elements of the language and its graphic symbols (Semiotic Clarity); determining the 

visual distance between the graphical symbols of the language (Perceptual 

Discriminability); computing the saturation of visual variables (Visual Expressiveness); 

verifying the appropriate use of hierarchy and modularity relationships (Complexity 

Management); and deriving graphic complexity (Graphic Economy).  

By contrast, we have found the more complex tasks to be: identifying the 

relationships between graphical symbols and their meaning (Semantic Transparency); 

assessing the proper integration of the different types of diagrams (Cognitive Integration); 

checking the use of text in graphical symbols (Dual Coding); thinking of different visual 

dialects to target different audiences (Cognitive Fit). 

Finally, another relevant lesson learnt is that, according to our own experience, 

there are some principles over which it is more feasible to act, i.e. for which little effort 

would be required to improve the language according to that principle. In particular, the 

re-distribution of the visual variables between the graphical symbols can significantly 

improve the visual distance between them, contributing to a faster graphic understanding, 

thus improving Perceptual Discriminability; an appropriate use of the capacity of each 

visual variable would result in much better saturation values, which contribute in terms of 

Visual Expressiveness; Semantic Transparency would benefit from the refinement of 

opaque, translucent and perverse symbols in order to facilitate the derivation of the 

meaning of a symbol from its representation; lastly, decreasing the number of graphical 

symbols used by the language would reduce Graphic Complexity, thereby improving the 

cognitive recognition process. 

6.3. On WebML improvements 

As it has been mentioned a number of times throughout this work, most of the 

improvements derived from the findings of the analysis performed should have been 

carried out in the early stages of WebML development. Now that it has become a well-

established and distributed product, most of them are just unaffordable. 

Nevertheless, we would like to conclude this section by highlighting those that we 

have found to be the most reasonable steps in order to increase the cognitive effectiveness 

of WebML at a balanced cost  

• To get rid of the symbol overload flaws by modifying those graphical symbols 

which are too similar and yet represent different elements of the language. 

• To support the re-sizing of any graphical symbol. 

• To increase the saturation of some visual variables, such as Location, Texture 

and Brightness. 
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• To address the issues detected with translucent graphical symbols according to 

the empirical study summarized in this paper. 

• To lower the graphic complexity of the language by creating two built-in 

packages, basic and advanced, to target at least two types of users (novice and 

advanced users). 

7. Conclusion and further work 

In this work we have carried out an analysis of the cognitive effectiveness of the WebML 

visual notation. The definition of cognitive effectiveness involves different objectives 

which may contradict each other. Most of the problems in this respect are caused by a 

lack of theoretical and scientific principles with which to define, improve, evaluate or 

compare visual notations.  

In this analysis we have used the Physics of Notations theory [41], which 

establishes a set of principles based on theory and empirical evidence that can be used to 

assess the cognitive effectiveness of visual notations.  

The data obtained has allowed us to detect various problems and provide certain 

recommendations on how to improve the visual notation of the language. Moreover, the 

analysis will serve to foster the discussion on other possible improvements. Another 

relevant conclusion is the fact that, as occurs with almost every modelling language, there 

cannot be an ideal language for all types of users. A thorough analysis would therefore be 

required to determine the possible visual dialects that WebML could provide to become 

more user-friendly for different types of users.  

What is more, in order to be able to analyse the WebML visual notation, we have 

analysed the implementation of the language made by WebRatio, which in turn could be 

considered as the tool that proves the core value of MDE. Since models and modelling 

languages are the core building blocks of any MDE proposal, and since most of them are 

graphical, MDE may constitute a scenario in which the already acknowledged impact of 

the cognitive effectiveness of visual notations reaches new limits. To date, little attention 

has been paid by the MDE community to formal or scientific ways in which to define 

modelling languages. In particular, few analysis of the cognitive effectiveness of 

modelling languages have been made, since the issues related to visual syntax have 

historically been undervalued. Nevertheless, now that technology is achieving certain 

levels of maturity it is time to start considering these issues. This work therefore aims to 

foster the interest in the topic and provide new pointers for future works in the area. 

It should be noted that we have verified that there is room for improvement in the 

WebML visual notation, and it was for this reason that we wished to carry out an 

empirical study to verify the validity of these proposed improvements. However, now that 

some data have been gathered as regards the extent to which WebML is aligned with the 
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Physics of Notation theory, we are ready to address the development of more experiments 

that will allow us to identify exactly which improvements would be most welcomed by 

different types of users.  

Finally, the other direction for future work consists of translating the improvements 

made to WebML to the Interaction Flow Modelling Language (IFML) [28], formally 

adopted as a standard by the OMG last March, which covers similar objectives to those of 

WebML, by which it was greatly inspired. We therefore intend to carry out a complete 

analysis of IFML cognitive effectiveness based on the main findings about and 

improvements to WebML.  
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Appendix A 

WebML Project – Hello World! 

Steps Brief Description 
1. Open the WebRatio 
Perspective 

Select Window > Open Perspective >WebRatio 

2. Create a Web Project File > New > Web Project item. Enter “Hello World” for the 
project name, then click Finish. 

3. Create a New Site View 
In the work area, right-click and choose the Add Site View 
command. Enter “Hello World” for the site view name, then 
click Finish. 

4. Add a Page Select the Page icon from the left side palette and then click in 
the site view work area in which you wish to place the page. 

5. Editing Page Properties 
Edit the Page properties in the Properties View. Enter "Hello 
World!" for the page name and check the Home property to 
mark the new page as the home page of your site view. 

6. Add a Unit Add a unit to the page. Select the Multi Message Unit from the 
palette and then left click on to the page. 

7. Editing Unit Properties 
Enter "Hello World!" for the unit name. Click on the Edit button 
next to the Default message property to set the default 
message to be shown. Write "Hello World!". 

8. Generate your 
Application 

Click the Generate Full Project button on the main toolbar. 
Start Tomcat, then open your browser and type the following 
url: http://localhost:8080/HelloWorld 
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Appendix B 

Questionnaire 1.  
 

Evaluation of alternatives WebML graphical symbols: use the values 1 or 2 to choose the 

graphical symbol you consider most appropriate for the language element: 

Element Brief 
Description 

Graphic 
Symbol 1 

Graphic 
Symbol 2 Choice Comments 

Data It publishes a single 
object of a given entity.    

 

Event 
Calendar 

It shows a perpetual 
calendar, possibly 
enhanced with the list of 
events assigned to each 
day of the months 

   
 

Power 
Index 

It provides commands to 
scroll through the 
available objects and to 
dynamically order the 
shown instances. 

   
 

Multi 
Message 

It lets the user print out 
messages on the page. 

   
 

Script It is designed to execute a 
block of arbitrary code. 

   
 

Math 

It is designed to parse a 
mathematical expression, 
replace a set of operands, 
evaluate the expression, 
and propagate the result 
as an output parameter. 

   
 

Schedule 
Job 

This Unit permits to 
schedule a job    

 

Jump 

This Unit permits to jump 
forward and backward 
within the application 
without modelling an 
explicit link. 
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Appendix C 

Questionnaire 2. 
 

Evaluation of some WebML graphical symbols: use the values of 1 (highly inappropriate) to 5 

(highly appropriate) to evaluate the graphical symbols presented below: 

Element Brief Description Graphical 
Symbol Evaluation Comments 

Power 
Index 

It provides commands to scroll through the available 
objects and to dynamically order the shown 
instances.    

Recursive 
Hierarchical 
Index 

It shows a hierarchy of objects belonging to an entity. 
   

Alphabet It searches the instances of an entity and shows the 
starting characters of a specific attribute.    

Multi 
Message 

It lets the user  print out messages within the page. 

   

No Op 
Content 

No Op Content is a placeholder for a content unit 
with no business logic.    

No Op 
Operation 

No Op Operation is a placeholder for an operation 
unit with no business logic.    

Connect A connect unit creates new instances of a 
relationship. 

   

Set A set unit assigns a value to a global parameter. 
    

Get A get unit retrieves the value of a global parameter. 
    

Reset 
Reset units allow removing session parameters from 
the session context. 
    

Login The login unit verifies the identity of a user accessing 
the site.    

Get XML A Get XML Unit retrieves XML content from a local or 
remote URL. 

   

Schedule 
Job 

This Unit permits to schedule a job. 

   

Jump It permits to jump forward and backward within the 
application without modelling an explicit link.    

XML In An XML In Unit is able to transform an XML 
document into relational data. 

 
  

Parameter 
Collector 

It permits to collect a set of parameters coming from 
multiple sources and to redistribute them to multiple 
targets.    

Is Not Null It checks the value of its unique input parameter and 
to follow either its outgoing to OK or KO link. 

   

Selector 
It specifies the logic of a selector in a hypertext 
without the necessity to display in the page the 
extracted values.    

Password The password unit is able to randomly generate a 
password having a specified length.    

Script It executes a block of arbitrary code. 

   

Query It permits to execute a custom edited query using 
the HQL or SQL query language. 

   

 


