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ARTICLE INFO ABSTRACT

Keywords: Bifurcation theory is the usual analytic approach to study the parameter space of a dynamical system. Despite
Multistability the great power of prediction of these techniques, fundamental limitations appear during the study of a given
Ba‘fsm entropy problem. Nonlinear dynamical systems often hide their secrets and the ultimate resource is the numerical
Bifurcations

simulation of the equations. This paper presents a method to explore bifurcations by using the basin entropy.
This measure of the unpredictability can detect transformations of phase space structures as a parameter
evolves. We present several examples where the bifurcations in the parameter space have a quantitative effect
on the basin entropy. Moreover, some transformations, such as the basin boundary metamorphoses, can be
identified with the basin entropy but are not reflected in the bifurcation diagram. The correct interpretation

of the basin entropy plotted as a parameter extends the numerical exploration of dynamical systems.

1. Introduction

At the heart of bifurcation theory along with the study of equi-
libria and their stability [1], a typical question arises when we face
the analysis of a certain dynamical system: “What happens when we
change a given parameter of the dynamical system?”. The powerful
results obtained from bifurcation analysis allow us to understand the
behavior of the system in parameter space. Nevertheless, using only a
mathematical analysis is often limited and cannot always account for
all the complex behaviors of nonlinear dynamical systems. Clearly, we
need to use numerical tools to collect information about the system.

A few years ago, the new concept of basin entropy [2,3] was intro-
duced, as a global measure of the unpredictability in phase space of a
given dynamical system. Numerically, it is expressed as a single value
between 0 and log(N4), where N, is the number of asymptotic states
in the region of phase space considered. The value 0 means absolute
predictability, that is, all the initial conditions end up in the same final
state with complete certainty. On the other end of the scale, the value
log(N 4) indicates a completely fractalized phase space known as riddled
or intermingled basin [4], that is, the pinnacle of unpredictability.
This simple idea of quantifying the unpredictability of a dynamical
system through the entropy of its basins has brought a flourishing
number of applications, both theoretical [4,5] and practical [6]. A
recent perspective article glossing this same idea appears in [7].

The analysis of structural changes in the parameter space is the
subject of bifurcation theory. Changes in the system parameters can
affect the life of the usual inhabitants of phase space, such as fixed
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points, invariant manifolds, attractors, and so on. These structures can
appear and disappear, collide or change their stability. Needless to say,
some of these transformations can affect the basins of attraction and
therefore the basin entropy of the phase space. This is precisely our goal
here: to explore the relation between the evolution of the basin entropy
when a parameter is modified and certain types of bifurcations.

The comparison between the classical bifurcation diagram as a
function of a single parameter and the entropy of the basin calculated
as a function of the same parameter provides information about the
structure of the basins and also about the nature of the bifurcations.
Although it cannot be considered as a rigorous analytical tool, when
correctly interpreted, the basin entropy also reflects the occurrence of
bifurcations in phase space.

Definitely, it is not surprising that the qualitative changes in phase
space have their counterpart in the basin entropy. However, we must
keep in mind that the basin entropy is blind to the bifurcations that
change a single attractor into another, for example a period-doubling
cascade. Since in this case, there is only a single basin, and as a conse-
quence this change will not be noted in the basin entropy computation
of the basin.

In short, our main goal is to propose a novel use for the basin
entropy as a complementary tool for bifurcation analysis when mul-
tistability is involved. The visual inspection of a diagram for one or
two parameters clearly indicates where the bifurcations are located and
their effects on the basins.

The article is organized as follows. In Section 2, the relevant tran-
sitions in the phase space and their relation to the basin entropy are
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studied in detail. In Section 3, we present an example of application to
the well-known Hénon map. Some comments on the methods and the
code availability are described in Section 4. Finally, we provide some
concluding remarks at the end.

2. Bifurcations and boundary metamorphoses

Bifurcation theory is one of the pillars of the study of dynamical
systems. In particular, it focuses on identifying the critical parameter
values at which qualitative changes occur, and characterizing the new
dynamics that emerge after the bifurcation. This involves analyzing
the stability and bifurcation of equilibrium points, periodic orbits, and
other invariant sets of the system. First, we will mainly deal with local
bifurcations, such as saddle-node bifurcations or pitchfork bifurcations,
that are often characterized by the appearance or disappearance of
equilibrium points or periodic orbits, as well as changes in their sta-
bility properties. Additionally, we also analyze some important cases
of global bifurcations in phase space.

Our purpose now is to explore connections between results obtained
from the analysis using bifurcation theory with those obtained by
computing the basin entropy. By definition, the basin entropy takes
an average over the region of phase space under study. This means
that its value reflects both local and global changes that occur as a
parameter evolves. We will classify these changes into two groups. The
first one concerns the number of coexisting stable states. For example,
an asymptotic state can appear, disappear or change its stability as
a consequence of a bifurcation. The second group will concern the
transformation of the basins themselves, such as a transition from a
smooth to a fractal boundary. These modifications are called basin
boundary metamorphoses [8] or basin bifurcations [9].

We will study some examples referred to these two previous groups
mentioned earlier. Unquestionably, we do not claim to be exhaustive in
the proposed list of studied examples. As a result, we have selected the
most important local and global bifurcations affecting the multistability
of a system. Through the text, we will assume some knowledge of
the reader with the basin entropy, but we give a brief outlook of the
computation of the measure in Section 4

2.1. Saddle-node bifurcation

The saddle-node bifurcation is the appearance of a saddle and a
stable node as a parameter changes. It brings a new steady state to the
phase space and can actually change the value of the basin entropy.
We will consider a very simple example of a dynamical system that un-
dergoes a saddle-node bifurcation. The Hénon map can be considered
as a paradigm of two-dimensional discrete dynamical systems and, in
fact, contains most of the behaviors of interest for this study. We will
use the notation as in [8]:

2
Xnt1 = A X Jyn’ (1)
Yng1 = Xp-

Some analytical conditions must be fulfilled to guarantee a local
behavior of the map similar to the normal form of the saddle-node
bifurcation [1]. For the Hénon map in Eq. (1), it is possible to obtain
an accurate set of parameter values where these bifurcations happen.
Notice that if the analytical conditions are also valid for the fixed points
of the iterated map f", then periodic orbits of the map f can also
undergo saddle-node bifurcations.

We focus now on the basins of the phase space attractors before and
after the saddle-node bifurcation has occurred. To make things clear,
we refer to the situation before when there is no fixed point and after
when the saddle and the stable fixed point coexist in phase space.

The first saddle-node bifurcation for the Eq. (1) occurs at A, =
—(J + 1)?/4 when a stable fixed point and a saddle appear. The basin
entropy is discontinuous at this point and will abruptly change through
the passage of this bifurcation. We analyze the cause of this change:
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+ A < A;: Before the bifurcation all initial conditions diverge, and
we consider that they belong to the same basin. In this case, the
basin entropy is zero.

A > A;: The saddle appears on the boundary between the basin
of the stable node and the divergent initial conditions. The stable
manifold of the saddle forms the basin boundary. The basin has
a volume with a value larger than zero and so does the basin
entropy. However, depending on the region of the phase space
the basin entropy can be arbitrarily small.

The basins of attraction and the basin entropy are shown in Fig. 1(b)
for parameter values before and after the bifurcation.

The analysis of the normal form d f /dx = a — x* of the saddle-node
bifurcation for ODEs [1] leads to a similar analysis. The volume of the
basin of the stable node grows discontinuously as shown in Fig. 1(a).
The boundary created by the saddle divides the phase space into two
connected components. The same topological argument applies to the
saddle-node bifurcation of the Hénon map, although the boundary has
a very different shape.

Finally, we turn our attention to saddle-node bifurcations on limit
cycles and periodic orbits. We can track numerically the appearance of
a period-3 orbit through a saddle-node bifurcation for the parameter
values A; = 1.62937(5) and J = 0.05. Although the basin of this new
attractor is small in comparison to the main attractor, its appearance
produces a small discontinuity in the value of the basin entropy. We
will come back later on this period-3 orbit, since its disappearance
occurs through a completely different process. The basins of attraction
and the basin entropy near the saddle-node bifurcation are shown
in Fig. 2(b). The thin blue lines appearing in the red basin after the
bifurcation correspond to the basin of the new period-3 orbit.

2.2. Pitchfork bifurcation

The pitchfork bifurcation transforms a stable fixed point into a pair
of stable fixed points plus a saddle fixed point. The phase space switches
from one to two basins. An idealized phase space is represented in
Fig. 3(a) where the stable fixed points are drawn as solid thick lines and
the dashed line holds for the unstable fixed point. After the bifurcation,
the two basins are separated by the stable manifold of the saddle fixed
point.

The simplest map that fulfills the analytical conditions for the
pitchfork bifurcation [1] is the one-dimensional cubic map:

Xppl = UX, — xi. 2)

For 0 < u < 1 there is a single stable fixed point at x* = 0 and the
basin entropy is zero for this parameter range. The bifurcation occurs at
u = 1 and the two new stable fixed points appear for i > 1, see Fig. 3(a).
The basin entropy jumps to a positive value that will depend on the size
of the observed phase space. Once again, we have a discontinuity in
the basin entropy after the bifurcation point due to the appearance of a
boundary separating the two basins. If the observed region is symmetric
around the origin, we have also a symmetry in the basins. The saddle
separates the phase space in two parts just after the bifurcation.

The celebrated Duffing equation without forcing: ¥+8%— fx+x> =0
does have a pitchfork bifurcation at parameter f = 0 for § > 0. The
stable equilibrium at the origin will turn into two stable fixed points
separated by the stable manifold of the saddle point. The basins are
symmetric with a smooth entangled boundary. The effect on the basin
entropy is a similar transition displayed in Fig. 3(c), where the value
goes abruptly from zero to a small positive value.
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Fig. 1. Effects of the saddle-node bifurcation. (a) Sketch of the basins and equilibrium states before and after the saddle-node bifurcation. A pair of saddle (dashed line)
and node fixed points (solid line) appear at the bifurcation point. (b) Basin entropy for the Hénon map before and after the saddle-node bifurcation for the parameter values

A; =-0422 and J =0.3. Basins of attraction of the Hénon map are represented for A}
the basin of the period-1 orbit.
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Fig. 2. Effects of the period-n saddle-node bifurcation. (a) Sketch of the basins and equilibrium states before and after the saddle-node bifurcation. A pair of saddle (dashed
line) and node fixed points (solid line) appear at the bifurcation point. (b) Basin entropy as a function of A in the Hénon map for the period-3 saddle node bifurcation for the
parameter values A; ~ 1.63 and J = 0.05. A detail of the basins is shown at A; = 1.6293745 just before the bifurcation (bottom panel) and at A7 = 1.629375 just after the bifurcation
has occurred. The period-3 basin of attraction in blue appears just after the bifurcation.

2.3. Subcritical Hopf/Neimark-Sacker bifurcation

When a subcritical Hopf bifurcation occurs, a stable fixed point
coexists with an unstable cycle in phase space until they collapse at the
bifurcation point. It implies a change in the multistability of the system
as the unstable cycle defines a boundary between the stable fixed point
and the possible states beyond the unstable limit cycle. In Fig. 4(a),
the unstable fixed point, painted as a dashed line, turns stable at the
bifurcation parameter. At the same time, an unstable limit cycle appears
around the stable fixed point. The size of the limit cycle is vanishing at
the bifurcation point, but tends to grow as the bifurcation parameter
increases.

An interesting consequence of this merging of the two states is
the fact that the basin volume of the fixed point shrinks until its
disappearance at the bifurcation point. The basin entropy follows this
tendency and decreases until reaching zero.

The following discrete map undergoes a Neimark-Sacker bifurcation
which is somehow the equivalent of the Hopf bifurcation for a discrete
map:

Xpp1 = (= x2 = yH)x, — 0.1y,

2
n
3
Ypp1 = (4 — xi - yzn)yn +0.1x,,.

For u < —1 all initial conditions diverge, and the subcritical Hopf
bifurcation takes place at the value u —1. The fixed point at the
origin becomes stable and the unstable limit cycle begins to grow. As a
consequence, the basin of attraction of the origin is exactly the surface
enclosed by the limit cycle. Fig. 4(b) illustrates the evolution of the
basin entropy as a function of the parameter u.

This bifurcation is important in some neuronal dynamical systems
where the bistability between a limit cycle and a stable fixed point
allows bursting dynamics [10,11]. It has also been reported in discrete
dynamical systems such as in the Bogdanov map [12].

2.4. Boundary crisis and interior crisis

Boundary crises [8,13] occur when a stable dynamical state collides
with an unstable state on the basin boundary as the parameter of the
system increases, as sketched in Fig. 5(a). It occurs for example in
the Hénon map Eq. (1) when periodic orbits or fixed points touch the
unstable saddle on the boundary. As a result, a stable state is destroyed
affecting the multistability of the dynamical system. Unlike previous
local bifurcations studying the local stability of the fixed point, this
phenomenon is not easy to track analytically since it involves the size
and position of an attractor in phase space.
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Fig. 3. Effects of the pitchfork bifurcation. (a) Sketch of the basins and equilibrium states before and after a pitchfork bifurcation. The stable fixed point turns into a pair of
stable fixed points separated by a saddle fixed point. The stable manifold of the saddle forms the boundary between the two basins. (b) Basin entropy for the cubic map Eq. (2)
when the bifurcation occurs at x4 = 1. The transformation of the basins causes the discontinuous jump in the basin entropy at the bifurcation. (c) Basin entropy for the Duffing
equation without forcing % + 0.2% — fx + x> = 0. The pitchfork bifurcation happens at # = 0 causing the potential to switch from a single well to a double well with two stable
equilibriums as sketched in the picture. Two examples of phase space before and after the bifurcation are represented above. The new bistable status implies a sudden jump in

the basin entropy.
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Fig. 4. Effects of the sub-critical Hopf bifurcation. (a) Sketch of the basins and equilibrium states before and after the Neimark-Sacker bifurcation. The unstable fixed point
represented as a dashed line changes its stability at the bifurcation point. At the same time an unstable limit cycle appears around the stable fixed point. This cycle forms a
boundary in phase space. (b) Basin entropy for the Eq. (3) when the bifurcation occurs at y = —1. The unstable limit cycle appears at the bifurcation point in the phase space

(the red disk). Its interior is the basin of attraction of the stable fixed point.

Interior crises are a different type of crises, but lead to similar
effects. The attractor collides with an unstable manifold of the saddle
inside the basin triggering the destruction of the attractor and its basin.

This transition occurs several times in the Hénon map Eq. (1) as the
parameter A evolves for J = 0.05. At A = 1.8874, the chaotic attractor
is tangent to the boundary and the crisis hits. The effect on the basin
entropy is shown in Fig. 5(b).

The main result is a discontinuity of the basin entropy, since a
whole basin disappears after the crisis, so the unpredictability should be

reduced. Boundary crises have been reported in many continuous and
discrete systems, since it is a very common event in parameter space.

2.5. Homoclinic bifurcation

When a limit cycle merges with a homoclinic loop of a saddle point,
we have a homoclinic bifurcation in the phase space. As the saddle and
the limit cycle coexist, we can consider that we have a bistable state
where the stable manifold of the saddle separates the two basins. After
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Fig. 5. Effects of the boundary crises. (a) Sketch of the basins and equilibrium states before and after the boundary crises. The attractor grows inside the basin as the parameter
A increases. Eventually, it collides with the basin boundary when the crisis occurs. Its basin is destroyed and the initial conditions lead to another state. (b) Basin entropy for
the Hénon map Eq. (1) when the bifurcation occurs for the parameter values A{ = 1.8874 and J = 0.05. This is the period-1 crisis boundary where the period-1 orbit touches the

stable manifold of the period-1 saddle. Beyond this point all initial conditions diverge.
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Fig. 6. Effects of the homoclinic bifurcation. (a) Representation of the evolution of the homoclinic bifurcation. The limit cycle for ¢ < 0 is separated from the saddle through
the unstable manifold surrounding the saddle. At ¢ =0 the two collide and the limit cycle disappears. For ¢ > 0 only the saddle remains. (b) Basin entropy for the map Eq. (4).
There is a discontinuity at ¢ = 0 due to the disappearance of one of the basins. The panels show details of the basins of attraction before the homoclinic bifurcation at ¢ = —0.2

and after at ¢ =0.1.

the bifurcation, the limit cycle suddenly disappears and only the saddle
remains. This process is illustrated in Fig. 6(a) with a sketch of the
phase space for three representative situations. The following ordinary
differential equation proposed in [14] undergoes this bifurcation as the
parameter ¢ increases:

X =2

)f " 2 3_2,.2 “)
y=2x—-3x"—y(x* —x“+y" —oc).

For negative parameter values, ¢ < 0, we have the saddle and the
limit cycle coexisting in the phase space. There is a smooth boundary
between the two basins and the basin entropy is positive. After the
homoclinic bifurcation, for positive parameter values ¢ > 0, the limit
cycle no longer exists and only the saddle remains. There is only one
basin and the basin entropy is zero.

In Fig. 6(b), we represent the evolution of the basin entropy as the
parameter ¢ increases as well as the basins before and after the bifur-
cation. Due to the disappearance of a stable state, the basin entropy is
discontinuous at this point.

2.6. Basin boundary metamorphoses

We now turn our attention to the basin boundary metamorphoses.
We focus on the effects on the morphology of the basins and their
boundaries, when some structure embedded in phase space evolves as
a parameter changes. For this study, we consider a constant number of
attractors in phase space. Although there are several metamorphoses
described in the literature [8], we will center our attention on the
transitions due to the appearance of new fractal structures.
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Fig. 7. Effects of the boundary metamorphoses. (a) and (b) Sketch of the unstable and stable manifold of a period-1 saddle becoming tangent and its effect on the basin
boundary. In (a) the boundary is smooth and the basin of the period-1 fixed point is depicted in red. The parameter values are A =1.305, J =0.3. In (b) the unstable and stable
manifold of the saddle point on the boundary have become tangent, causing the boundary to become suddenly fractal. The parameters values are A = 1.36, J = 0.3. (c) Basin
entropy for the map Eq. (1) when the stable and unstable manifold of the period-1 saddle crosses at the transition A} = 1.315. The basin switches from smooth to fractal and there

is a sudden transition visible for S,,. We have taken J = 0.3 for this simulation. (d) Transition due to the period-4 saddle at A}

1.395. The boundary is already fractal, but the

period-4 saddle homoclinic tangency increases the fractality of the boundary. This is a fractal-fractal basin boundary metamorphosis.

A new fractal boundary can appear when the stable and unstable
manifold of a periodic saddle become tangent. The boundary of the
basins changes suddenly at this point as shown in Fig. 7(a) and (b). The
smooth-fractal metamorphosis, as the name suggests, turns a smooth
boundary into a fractal. It can also occur when the boundary is al-
ready fractal, which means that additional fractal structures modify the
current boundary. It is called fractal-fractal metamorphosis.

For these transitions, it is helpful to use the basin boundary entropy
S, instead of the basin entropy. The computation of this quantity is
equivalent to the basin entropy except that the average is only taken
on the boxes lying on the boundary. It will be essential to grasp the
details of the transformation on the boundary due to these homoclinic
connections.

We reproduce here the example of the Hénon map Eq. (1) which
has a transition of this nature for the parameter values A} 1.315,
J =0.3. The basin entropy and the boundary basin entropy are shown
for a range of parameters around this value. The stable and unstable
manifold of the period-1 saddle on the boundary become tangent (see
Fig. 7(a) and (b)), and this change is noticeable in two ways:

» The basin entropy changes its tendency at this point. As A in-
creases the curve bends upward.

+ The boundary basin entropy decreases abruptly. However, at least
numerically, the change seems continuous.

Other basin metamorphoses occur when period-n saddles on the
boundary perform a homoclinic intersection. For the fractal-fractal
basin boundary metamorphosis, the fractal basin suddenly changes its
structure due to this new addition of filaments in the previous basin.
For example at A} = 1.3965, the stable and unstable period-4 saddle also
becomes tangent. This change is more subtle and only leaves a small
deviation in the basin entropy at this value as shown in Fig. 7(d). Still
the boundary basin entropy has a sharp drop at Aj.

In [15], the authors study these transitions with the uncertainty
exponent of the basins [16]. These changes clearly appear when the
exponents are computed as a function of the chosen parameter. We
claim that the basin entropy can achieve the same purpose, but it
is sensitive to other changes in the basins as well. For example, the
uncertainty exponent is not affected to changes in the number of
attractors.

A similar phenomenon to homoclinic tangency occurs for noninvert-
ible maps when special structures called critical curves collide with the
basin boundary. These transitions are called basin bifurcations in [9]
and the basins can be transformed in different ways:

+ Connected basins «— Disconnected basins.
+ Simply connected «— Multiply connected basins.
» Smooth boundary «— Fractal boundary.

In [9,17], the authors present a study of a noninvertible map
presenting these kinds of bifurcations. The basin entropy will change
when the system goes through one of these transitions. We pick only a
single example of transition in the quadratic map proposed in [9]: the
smooth-fractal basin bifurcation. Consider the quadratic map:

Xnt1 ajn + Vs (5)
Va1 = X, + 0.

Critical curves are the image of a special set LC_;, which is the set
of points where the Jacobian of the map vanishes. For a map M : R? -
R?, the set LC, is the image LC, = M(LC,_,). The tangency of these
curves with the boundary causes the transformation of the basins called
the basin bifurcation.

In Fig. 8 the transition from smooth to fractal is depicted as a
function of the parameter b. The transition is clearly visible around
b = —1.29, where the critical curve LC is tangent and then intersects
with the basin boundary creating a fractal pattern. S, and S,, are
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Fig. 8. Effects of the basin bifurcation. Basin entropy and basin boundary entropy of the quadratic map Eq. (5) as a function of the parameter b for a = —0.43. The sharp
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of attraction before (lower right panel) and after (upper right panel) show the effect of the tangency of the LC_, curve with the boundary.

plotted as a function of ». The sudden transition at b = —1.29 for
the basin boundary entropy is a sign of a smooth-fractal transition.
Moreover, the basin entropy changes its tendency and quickly increases
in the same fashion as the boundary metamorphoses shown in Fig. 7(c).

3. Bifurcation diagram of the Hénon map

The previous observations are applied here to the analysis of the
bifurcation diagram with the help of the basin entropy and boundary
basin entropy. Fig. 9 represents the bifurcation for the Hénon map
Eq. (1) as a function of the parameter A for J = 0.3. We have noted
on the diagram several events that have been described earlier:

» A,: appearance of a period-n orbit through a saddle-node bifur-
cation.

* A¢: destruction of an attractor through a boundary crisis of a
period-n saddle.

*+ A%: homoclinic tangency of the period-n saddle. These are the
smooth-fractal and the fractal-fractal transitions.

For this map, there is no basin bifurcation possible since the map has
a constant Jacobian by construction.

The graph of the bifurcation diagram reveals important dynamical
transformations of the attractors such as the period-doubling cascade.
But some of the events are not detected in the bifurcation diagram such
as the homoclinic tangency of the saddle that transforms the boundary.
We want to bring the attention on the behavior of the basins near a
saddle-node bifurcation. It has been shown [15] that the size of the
basin after the bifurcation increases as a power-law of the bifurcation
parameter. This swelling of the basin is noticeable in the basin entropy.
Just after the bifurcation A; and A, there is a jump in the value of the
basin entropy as predicted, and then S, smoothly increases with the
parameter A. This fact helps to locate such bifurcations and improves
the readability of the diagram.

The basin entropy cannot replace the continuation software for the
bifurcation analysis in parameter space. However, the computation of
the basins can bring to light some attractors that would have been
undetected otherwise. Definitely, it is computationally more expensive,
however, as a result we have a global picture of the phase space. We
summarize in Table 1 the behavior of the basin entropy for the different
cases we have enumerated in this article.

Table 1

Summary of the effects of the different events in the phase space on
the basin entropy and basin boundary entropy. The symbols represent
visual cues for the transitions that the entropy experiences through the
bifurcation.

Phase space event S,

Saddle node bifurcation

Pitchfork bifurcation

Subcritical Hopf bifurcation

Boundary crises

Homoclinic bifurcation

Fractal-fractal metamorphosis

Smooth-fractal metamorphosis

Sho
—
e

NINNINOTE

Basin bifurcation

4. Methods and code availability

The numerical procedure can be divided into two steps: the com-
putation of the basins and its analysis with the basin entropy method
afterward.

Basins estimation: To compute the basins, a set of initial conditions
on a regular grid is selected and then matched to its final state attractor.
To pair an initial condition to an attractor, the trajectory of the dynami-
cal system is computed numerically with a fixed time step. For the ODEs
equations, we have chosen a 9th order Verner method with relative
tolerance set to 1 - 10™ available from the DifferentialEquations.jl
package [18]. At each step, the algorithm described in [19] tracks the
recurrences of the trajectory on a finite grid containing the attractors.
If enough recurrences have been detected, we are confident that we
have found an attractor. At this point, the attractor is stored and the
grid points belonging to the attractors are labeled. When another initial
condition converges to this attractor, it is matched accordingly. The
procedure is automatic and does not need prior knowledge of the
attractors.

Basin entropy estimation: Once the basins of attraction have
been computed, the basin entropy procedure begins. The method is
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Fig. 9. Bifurcation diagram of the Hénon map (x,,y,) — (A — xi +Jy,.x,) for the parameter J = 0.3. The events marked with dashed lines represent the appearance of period-n
orbits A, destruction of attractors through boundary crises A¢, and the homoclinic tangency A*. The basin entropy and the boundary basin entropy can help to identify the events
occurring in phase space. The attractors and the entropies have been computed on the grid [-3,3] x [-3, 12] with a resolution of 5000 x 5000 regularly spaced initial conditions

for 2000 values of the parameter A.

fairly simple: first the grid is divided into N, non-overlapping boxes
containing N X N initial conditions. The probability of each attractor in
a box is computed with a naive frequency estimator p; = N;/ N2, where
N; is the number of initial condition leading to the attractor i. Using the
frequency estimation all N, attractors, we can obtain the box entropy
S, = Zﬁ[’l p; log p;. The basin entropy is the average of the entropy over
all boxes:

S,=— > S, (6)

In this article we have used N = 20 for all figures. The number of
boxes N, may vary according to the chosen resolution of the basins
which is between 1500 x 1500 and 5000 x 5000 depending on the
plots. However, the qualitative results presented do not depend much
on the chosen resolution.

We provide a code in the Listing 1 to compute the basins, the
attractors and the basin entropy of the Hénon map for 100 parameters
A. This computer code is written in the Julia language and can be run
directly using only the two packages listed. The bifurcation diagrams
can be computed using the information in the att variable. The code
necessary to generate the figures and to compute the basins of this
article is available at [20].

5. Conclusion

The main goal of this research work is to show how the study of
dynamical systems from the point of view of their basins of attraction
can unveil a trove of different bifurcations in parameter space. In other
words, the classical bifurcation diagram and continuation software do
not reveal all the information on the evolution of the basins and the
basin entropy can detect these changes.

Furthermore, the basin entropy helps to identify bifurcations in the
phase space and helps to classify their type. While it is not a fully reli-
able method to classify systematically the bifurcations, it contributes to
bring some possible candidates to the front. Along with other measures,
it can be considered as a qualitative method to apply when the basins of
attraction have been computed. In any case, it is a helpful additional
tool available to researchers in dynamical systems to investigate the
phase space.
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using Attractors,

DrWatson

function henon_map!(dz, z, p, n)

end

Xn, yn = z; A, J=p
dz[1] = (A - xn"2 - J*yn); dz[2] = xn
return

function get_entropy_henon(A, J, xg, yg)

end

xg

arange =

Sbb
for

end

= range (-3, 3, length =

ds = DeterministicIteratedMap(henon_map!,
Xgg range (-5, 5, length = 10000)
ygg = range(-20, 20, length = 10000)
mapper = AttractorsViaRecurrences(ds,
mx_chk_fnd_att 5000,
mx_chk_loc_att = 5000, sparse =
basins, att = basins_of_attraction(mapper,
sb, sbb = basin_entropy(basins)
return att, sb, sbb

1000); yg = range(-3,
range (1., 2, length = 100); J = 0.3

= zeros (100); Sb = zeros (100)

(k,A) in enumerate(arange)

att, sb, sbb =

Sbb[k] = sbb; Sb[k] = sb

[1.0,

(xgg,ye8),

true)
(xg, yg))

get_entropy_henon(A, J, xg, yg)

0.01,

length =

Chaos, Solitons and Fractals: the interdisciplinary journal of Nonlinear Science, and Nonequilibrium and Complex Phenomena 175 (2023) 113963

[A, JD

1000)

Listing 1. Julia code snippet for computing basins, attractors and basin entropy of the Hénon map for 100 parameters A. Bifurcation diagrams are not treated in this code snippet
but can easily be recovered using the information of the attractors in the variable att. The software can be run with Julia ver 1.8, Attractors.jl ver 1.2 and DrWatson ver 2.x
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